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Abstract. With the advent of multi- many-core processors and hard-
ware accelerators, choosing a specific architecture to renew a supercom-
puter can become very tedious. This decision process should consider the
current and future parallel application needs and the design of the target
software stack. It should also consider the single-core behavior of the ap-
plication as it is one of the performance limitations in today’s machines.
In such a scheme, performance hints on the impact of some hardware and
software stack modifications are mandatory to drive this choice. This pa-
per proposes a workflow for performance projection based on execution
on an actual processor and the application’s behavior. This projection
evaluates the performance variation from an existing core of a proces-
sor to a hypothetical one to drive the design choice. For this purpose,
we characterize the maximum sustainable performance of the target ma-
chine and analyze the application using the software stack of the target
machine. To validate this approach, we apply it to three applications of
the CORAL benchmark suite: LULESH, MiniFE, and Quicksilver, using
a single-core of two Arm-based architectures: Marvell ThunderX2 and
Arm Neoverse N1. Finally, we follow this validation work with an exam-
ple of design-space exploration around the SVE vector size, the choice
of DDR4 and HBM2, and the software stack choice on A64FX on our
applications with a pool of three source architectures: Arm Neoverse N1,
Marvell ThunderX2, and Fujitsu A64FX.

Keywords: Performance Projection · Design space exploration · Arm
architecture · Roofline model

1 Introduction

In the pursuit of reaching the exaflops target, the CPUs are becoming more
complex both from hardware and software perspectives. Even when working on a
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multicore processor, it is essential to consider the single-core performance when
exploring all the possibilities in its design. Indeed, there are multiple choices
to make on the memory hierarchy side and the computational part with, for
example, vector units. Therefore, it is meaningful to study the impact of those
choices on the software stack and the applications. Considering we have access
to a source machine and the software stack of a hypothetical target machine,
how can we evaluate the impact of the differences between the machines and
software stacks on the application performance?

This paper proposes a methodology to evaluate this impact of single-core
performance from a source machine to a hypothetical target machine with a
dedicated software stack. By analyzing the differences between two architectures
and two binaries, this approach evaluates the performance from one machine to
another with a roofline-based model, leading to an interval of performance. The
obtained intervals analysis led to a study of the relevance of some hardware
modifications and their impact on software. We present such an exploration
around hardware vector sizes, various memory types, and different compilers on
3 Arm architectures (Marvell ThunderX2, Neoverse N1, and Fujitsu A64FX)
and 3 CORAL mini-apps (Lulesh, MiniFE, and Quicksilver).

Section 2 presents the related work while Section 3 describes the methodology
and its implementation. Then Section 4 presents the experimental environment
used for approach validation in Section 5 and parameter exploration on 3 Arm
architectures in Section 6.

2 Related Work

There are various approaches for evaluating the performance impact regarding
design-space exploration. The first one relies on cycle-accurate simulators [11]
leading to precise prediction but significant overhead (10000×). This drawback
is too limiting for exploring the performance impact on a whole mini-app.

Hence, analytical models can be used, leading to less precise but much faster
estimation. The main difficulty lies in defining the relevant metrics and obtaining
them. The choices and approximations made to obtain these metrics are different
in each model and result in differences in precision and speed. Some analytical
approaches choose to reduce the problem by being application-dependent [4].
However, our model can explore different applications as we want to charac-
terize diverse behavior in our applicative workload. Some of the application-
independent approaches choose to use simulation on a small scale [14] to have
a good prediction and limit the analysis time compared to a complete simu-
lation. Our approach does not rely on a simulator to get metrics but only on
the emulation of non-native ISA, which is much faster than fully simulating the
application. Furthermore, it allows exploring parameters on applications with a
larger input size. While it is possible to consider a hardware-independent repre-
sentation of the application [9, 8], it is essential to look at the impact of software
stack targeting an architecture in an environment as recent and diverse as the
Arm HPC environment. The choices in the software stack have a non-negligible



Relative performance projection on Arm architectures 3

impact on performance, as shown on A64FX [5]. Therefore, our approach con-
siders that having access to the target machine software stack is necessary for
our model.

The idea of projecting the performance from a source machine to a target
machine is behind some machine-learning-oriented approaches [7]. One of the
current limitations is the low number of machines in the Arm environment,
making it hard to have a sufficient dataset necessary for training. However, we
could consider coupling our approach with machine learning as more and more
machines appear in the Arm HPC environment.

This article presents an analytical performance projection approach used for
design space exploration. It allows to take into account the differences in hard-
ware and in software stack when targeting a particular architecture. The explo-
ration around different hardware parameters in this article leads to a discussion
on the effectiveness and the limitations of the approach.

Fig. 1. Our Performance-Estimation Workflow

3 Workflow Presentation and Implementation

This section presents our approach and the methodology and its implementation
for validation and design-space exploration. Figure 1 presents the main workflow
in which the target and source machine characterization are represented in green
and red while the model analysis running on the source machine is black. The
first step is to get two binaries with the same source code: one with the software
stack of the source machine and the other for the target architecture. Both
binaries are then analyzed to gather the metrics directly on the source machine.

In the field of performance analysis, the Roofline model [18] is a well-known
representation to characterize the behavior of an application according to the
hardware limitations. So, we have chosen to use this representation to analyze
performance on our source machine and evaluate a target one. The model output
is a performance interval on the roofline representation of the target machine.
Moreover, it helps to understand the impacts of the software stack on the target
architecture.
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3.1 Hardware and Software Characterization

Our approach relies on two binaries (source and target) obtained through a
dedicated software stack. We consider the hardware differences thanks to the
maximum available bandwidth and peak sustainable performance of the ma-
chine. In contrast, the differences brought by the software stack are visible in
the metrics we obtain by analyzing the binaries. We have chosen to consider their
Operational Intensities (OI) and their floating-point instruction mix. Once we
have considered these hardware and software differences, we project the roofline
analysis from the source machine to a hypothetical target architecture.

Hence, the first study is to obtain these hardware limitations imposed by
the peak memory bandwidth of all memory levels and the peak sustainable
performance of our core. These limitations are represented by the roofline (1)
of the Stream Triad bandwidth of each memory level BWSTREAM [13] and the
peak performance of High Performance Linpack (PerfHPL) [15]. This leads to two
regions: (i) memory-bound limited by the memory bandwidth and (ii) compute-
bound where the HPL peak performance represents the limit (see Figure 2).

roofline(OI) = min{BWSTREAM ×OI,PerfHPL} (1)

However, using HPL performance as a limitation is unrealistic because our
applications do not have the floating-point instruction mix to reach that perfor-
mance peak. Hence we have chosen to weigh this peak sustainable performance
of a single-core following the equation (2) in which we compare the application
floating-point operations per instructions to the maximum attainable on the
machine which is only FMA-type of instructions on full vectors. With such a
ponderation, the compute part of the roofline represents the maximum sustain-
able performance for our application instruction mix.

PerfHPLponderated
=

PerfHPL

2× vector size
datasize

× Nfloating point operations

Nfloating point instructions
(2)

The next main component in our model is the Operational Intensity (OI).
Because we want to consider the bandwidth of the different memory levels, we
need to assess the bytes accessed in these memory levels in the OI as presented
in the Cache-Aware Roofline Model [6]. Hence, in a two cache-level machine, we
obtain the OI from L1 using the equation (3) with Bi the total of bytes accessed
in the memory level i.

OIL1 =
Nfloating point operations

BL1 + BL2 + BMain Memory
(3)

The OI from the L1 memory level is the same OI defined in the CARM
approach, and the OI of the main memory is the one used in the Original Roofline
Model.
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Fig. 2. Roofline representation: plain lines represent, from left to right, the rooflines
of L1, L2, and Main Memory for each machine (green is source machine, red is target
machine) with the peak sustainable performance obtained with HPL. The maximum
attainable performance weighted by instruction mix is in dotted for both machines.

3.2 Performance Projection

The projection uses the same idea as Kwack et al. for roofline projection [12]: it
considers the ratio between the performance (Perfsource) and one roofline on the
source machine at the OIsource (rooflinesource(OIsource)) and project this ratio on
the target machine using the new OI and the new roofline (rooflinetarget(OItarget)).
This is presented in equation (4). Thus depending on the OI value, the applica-
tion is limited by the memory-level bandwidth or the core peak performance.

Perftarget =
Perfsource

rooflinesource(OIsource)
× rooflinetarget(OItarget) (4)

This analysis results in multiple values because of all the OIs and rooflines,
forming a projection interval.

3.3 Methodology for Design-Space Exploration

We want to use this model to explore the parameters best reflected by this
projection approach. We can make such an exploration around different software
stacks and instruction mixes of the application. But we also consider hardware
parameters such as the memory type and bandwidth and the hardware vector
length. In the Arm environment, the exploration of the different vector sizes
is allowed by the vector-length-agnostic approach of the SVE (Scalable Vector
Extension) ISA of Arm architectures [17].

The model translates the hardware differences into rooflines used for projec-
tion, whereas the software stack and instruction mix changes are shown in the
OI and its peak compute performance.

However, hardware and software changes are often not dissociated because
one modification can impact the other. When we change the hardware vector
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size, we often observe a decrease in vectorization rate, affecting the instruction
mix of the application.

Technically, when we consider a different vector size, we multiply the maxi-
mum performance obtained with HPL by new vector size

old vector size and analyze the target
binary again to see the impact this change has on the instruction mix and OI.
When we consider different memory types, we do not need to run a new binary
analysis as we only change the value of the main memory bandwidth and project
performance with this new roofline, with this new value having the most signif-
icant impact on memory-bound applications. For example, when we introduce
HBM2 of A64FX to a DDR4 machine, we change the value of the main memory
bandwidth to the one we measured on A64FX.

Hence, when running the model with each of the new parameters, we will
obtain a different, or not, prediction interval. By comparing these intervals, we
can analyze the impact of the evolution of diverse parameters and their impact
on the performance of the application we study.

3.4 Implementation

As explained before, the machine characterization is obtained by running Stream
and HPL on our source machine. We assume we have access to these benchmarks
results or extrapolate this information on the source machine. For the analysis
of the binaries we obtain with the different software stacks, we need to gather
two kinds of metrics:

1. Instruction mix: number of floating-point instructions, total number of ac-
cessed bytes, number of flops. We rely on the dynamic code instrumentation
with DynamoRIO [3] and ArmIE for SVE emulation [1] when changing the
vector length. ArmIE instrumentation client allows for an easy floating-point
instructions, FLOPs and bytes accessed count instruction per instruction,
even for emulated SVE instructions on a non-SVE architecture.

2. Memory usage: percentage of hits in every memory level. We rely on hard-
ware counters on the source machine but it is also possible to modelize a
cache thanks to an ArmIE memory instruction trace client.

Our implementation is explained in Figure 3 adding precision to Figure 1
with the tool and benchmark used in our implementation.

4 Experimental Environment

This section describes the architectures and the benchmark applications used to
validate and experiment our model.

4.1 Architectures

We chose to use three different Arm CPUs to experiment with our approach: a
single-core of Marvell ThunderX2 (TX2), Arm Neoverse N1 (N1), and Fujitsu
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Fig. 3. Description of the implementation flow.

Machine TX2 N1 A64FX

Performance (GFLOPS) 17.53 18.22 56.71

MM bandwidth (GB/s) 25.43 21.14 65.52

Vector Size and ISA NEON 128 bits NEON 128 bits SVE 512 bits

Memory Type DDR4 DDR4 HBM2

Compiler g++ 10.3.0 g++ 10.3.0 g++ 10.3.0
FCC 4.6.3

Table 1. Single-Core Characteristics the 3 Test Machines.

A64FX (A64FX). Table 1 summarizes their characteristics and the results of
HPL and Stream benchmarks running alone on a full node we obtained. These
three architectures cover different parts of the Arm HPC environment, from the
server market (N1 and TX2 processors) to the HPC focus (Fujitsu A64FX). The
latter is currently the only Arm processor in production to use SVE vectors
of 512 bits. With HBM2 and longer vectors than N1 and TX2, the single-core
performance of a A64FX node is much higher when running STREAM and HPL
benchmarks.

4.2 Applications

We use three benchmarks of the CORAL and CORAL-2 Benchmark suites:
LULESH [10] , MiniFE [2] and Quicksilver [16].

LULESH (Livermore Unstructured Lagrangian Explicit Shock Hydrody-
namics) approximates hydrodynamic equations by using a regular cartesian mesh
to partition the spatial problem. Our test’s input is a mesh of size 1003.

MiniFE is a mini-application based on finite element methods that imple-
ment an iterative conjugate gradient solver. Our test’s input is a mesh of size
2563.

Quicksilver is a CORAL-2 Benchmark suite mini-application that solves
a simplified dynamic Monte-Carlo particle transport problem. Our input is the
Coral 2 P1 1 input.
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5 Model Validation

This Section validates the model using two close architectures (N1 and TX2)
by ensuring that the target performance is in the predicted interval obtained by
our workflow when using the same software stack (GCC). Figures 4 to 9 display
the prediction interval obtained with the different projections. The blue crosses
represent these projections creating the interval depicted by the blue dotted box.
The source machine rooflines are green, and the target machine ones are red.
We analyze each application after initialization and before finalization.

5.1 LULESH

Figures 4 and 5 present the projection of LULESH from one machine to the
other. The maximum sustainable performance weighted by the floating-point
instruction mix (corresponding to the dotted rooflines) is a bit higher on TX2
than N1 despite having a lower maximum performance on HPL. The OIs of the
L1 memory level are similar on both machines. Situated in the TX2 memory-
bound region, the differences between the bandwidth and the projections in this
region create an interval that is not modified by the projections from the OIs of
L2 and main memory. This interval is higher when projecting from TX2 because
of the difference in L1 and L2 cache bandwidth. Because performances on both
machines are nearly equal, we are closer to the TX2 roofline hence we obtain a
better ratio which is then translated into a higher prediction interval. In both
figures, the interval we predict includes the actual performance measured on the
target machine, validating our approach in this application.

Fig. 4. Results on LULESH TX2 → N1. Fig. 5. Results on LULESH N1 → TX2.

5.2 MiniFE

MiniFE exploits vectorization on the two architectures. This better vectorization
rate is translated into a good performance of its instruction mix (see Figures 6
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and 7). Compared to LULESH, the OI of L1 is in the memory-bound region
of all rooflines on both machines. Once again, the interval we predict, only be-
ing affected by the OI of L1, does not change whether we project from N1 or
TX2. However, the N1 performance is higher (1.87 GFLOPS) than the TX2 per-
formance (1.04 GFLOPS). Despite this difference in performance, our interval
includes the measured performance. We can suppose that, because we are in the
memory-bound region of the L1 and L2 cache levels, the better performance of
MiniFE on N1 may result from the higher bandwidth of these levels.

Fig. 6. Results miniFE TX2 → N1. Fig. 7. Results miniFE N1 → TX2.

5.3 Quicksilver

Quicksilver is our application with the lowest OI and measured performances
on both machines (Figures 8 and 9). The low performance may result from the
poor vectorization rate of this application, shown in the maximum performance
attainable by the instruction mix of both binaries. All the OI deducted from the
L1 are in the memory-bound region of all rooflines, while the OIs derived from
other memory levels are in the compute-bound regions. The prediction interval is
obtained because of the OI from L1, which includes the measured performances.
We observe higher performance on N1 (0.5 GFLOPS) than TX2 (0.4 GFLOPS).
This difference in performance may be due to the difference in cache bandwidth,
giving an advantage to the N1 core.

To conclude this validation, when we apply our model on the most similar
machine in our machine pool, the prediction interval we obtain always includes
the measured performance of our application. For the most memory-bound ap-
plication (MiniFE and Quicksilver), we also observe higher performance when
running on an N1 core that may be enabled by the higher bandwidth of the
cache levels.
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Fig. 8. Results Quicksilver TX2 → N1. Fig. 9. Results Quicksilver N1 → TX2.

6 Exploration on different parameters

This section will use our approach to explore different hardware and software
parameters. We have chosen to explore the different vector sizes allowed by
SVE on all three machines. Hence, we compare the performance projection from
a NEON machine (N1, TX2) to a hypothetical one with SVE with a vector
size of 128, 256, 512, 1024, and 2048 bits. Another parameter we explore is
the introduction of HBM2 for both DDR4 machines. Then, we combine these
parameters to compare hypothetical SVE512 + HBM2 machines with A64FX.
Finally, we observe the differences a change of software stack creates in exploring
different vector sizes on A64FX. The SVE512 value is not a projection for A64FX
in the following figures as it is native on this core.

6.1 Exploration on SVE vector sizes

One of the challenges in the design of future Arm core is the size imposed by
the hardware on SVE vectors and the impact this choice has on the performance
of the applications. We can obtain such a characterization with our model by
looking at how such a change impacts the maximum performance imposed by
hardware and the software stack.

Figure 10 shows that the impact of the vector size on LULESH depends on the
source machine. We observe that, when targeting A64FX and TX2 architecture,
the binary’s predicted performance benefits more from this increase in vector
size than when targeting N1. GCC does not vectorize LULESH as much when
targeting N1. Despite having a very similar source performance on native N1
and TX2, this difference in vectorization predicts lower performance on N1 than
TX2 with longer SVE vectors.

When doing this exercise on MiniFE (Figure 11), we observe here a simi-
lar behavior on all machines. A change in vector size impacts all the predicted
performances of our architectures. But this impact is not equivalent for all our ar-
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chitectures. When comparing TX2 and N1, the predicted interval upper bound of
TX2 gains more performance at each step to reach a maximum of 10.2 GFLOPS.

The behavior of MiniFE when exploring vector size is opposed to Quicksilver
(Figure 12). This application does not benefit from the change of vector size on
any architectures. On all architectures, GCC cannot vectorize the application,
meaning they do not benefit from this change of vector size. If we want to gain
performance on Monte-Carlo applications, increasing the vector size is not the
solution.

The predicted interval is smaller on A64FX than on the other two machines
on all these figures. This shows that there are not many differences when project-
ing performances with different bandwidths of these machines. We can suppose
it is because of the bandwidths of the A64FX being much higher, meaning the
OIs of our application are closer to the compute-bound region for all bandwidths.

Fig. 10. Exploration of different SVE vec-
tor sizes on LULESH

Fig. 11. Exploration of different SVE vec-
tor sizes on MiniFE

Fig. 12. Exploration of different SVE vec-
tor sizes on Quicksilver

Fig. 13. Exploration of introduction of
HBM2 on LULESH
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6.2 Exploration on the introduction of HBM2 on DDR4 machines

Another characterization we make with our approach is to analyze the introduc-
tion of the HBM2 memory of A64FX on N1 and TX2, creating a hypothetical
machine with the same characteristics as our source machine with only the main
memory bandwidth being different in our model. The first observation on Fig-
ures 13 and 14 is that the N1 core can be the one that benefits the most from
this change of main memory bandwidth on LULESH and Quicksilver. This leads
to a higher predicted upper bound on both applications on N1 despite LULESH
having less performance with DDR4 on this machine. We suppose this is due
to the N1 core having higher cache bandwidth and lower memory bandwidth
than TX2. So the memory bandwidth gain is higher for the N1 core, leading
to more performance gain for these applications. We also see that the lower
bound of our predicted interval does not change on both applications compared
to DDR4. This is due to the cache bandwidth of our hypothetical machine not
being adapted to this main memory bandwidth increase. Finally, our model can-
not characterize the latency aspect of our applications, which may be an issue
with the introduction of HBM2 because of its latency access being higher than
DDR4.

Fig. 14. Exploration of introduction of
HBM2 on Quicksilver

Fig. 15. Exploration of introduction of
HBM2 and SVE512 on LULESH

6.3 Comparison of projections from N1 and TX2 with SVE 512 and
HBM2 to A64FX

We combine both changes of parameters we made in the two previous subsections
to compare the introduction of SVE 512 bits and HBM2 on N1 and TX2 and
compare it with the A64FX architecture on two applications: LULESH and
Quicksilver. We choose to use GCC 10.3 on all 3 machines for this comparison
presented in the Figures 15 and 16. We can observe the change introduced by
HBM2 to the interval predicted only with SVE512. Similarly, the use of HBM2
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impacts the N1 core the most on LULESH, even with SVE512. Even if both
machines can gain more performance, this leads to similar predicted performance
between N1 and TX2 despite LULESH not benefitting from vectorization on N1.
On MiniFE, the predicted performance is not as impacted on both applications.
We only observe the predicted upper bound being higher by 0.6 GFLOPS on
N1 and no change on TX2. This analysis shows it can be more impactful on
performance to increase vector size than increasing the main memory bandwidth
for MiniFE.

When we compare the projection on both applications to the performance
on the A64FX machine, we predict performance to be higher on N1 and TX2
architecture. We can suppose the introduction of HBM2 and SVE512 on these
machines changed their single-core roofline to be on par with A64FX, and GCC
is more efficient when targeting N1 and TX2 architecture than A64FX, causing
this higher predicted performance.

Fig. 16. Exploration of introduction of
HBM2 and SVE512 on MiniFE

Fig. 17. Vector sizes exploration with
GCC and FCC on A64FX on LULESH

6.4 Vector sizes exploration on A64FX with different software
stacks

We have seen that GCC has a hard time obtaining performance on a single-core
of A64FX, and we want to compare it with the use of the Fujitsu Compiler
(FCC). Figure 17 presents this comparison when changing the vector sizes on
LULESH with GCC and FCC compilers. We do not have an interval with both
software stacks, meaning the OIs of both binaries are in the compute-bound
region of A64FX. However, we observe a different evolution of the predicted
value when increasing the SVE vector size. GCC binary gains more performance
when increasing vector size when compared to the FCC binary because it has
more vector usage. Despite this difference in vectorization, we observe higher
performance on FCC with SVE vectors from 128 bits to 512 bits, with the
last being the native vector size. We can suppose that FCC is more careful when
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vectorizing the application because of its insight of the microarchitecture impact
of the A64FX, whereas GCC vectorizes a loop without considering it as much.
So we have better usage of an A64FX when compiling with the Fujitsu Compiler
than with GCC.

7 Conclusion and Future Work

This article presents an approach for core design space exploration of a single
processor core using performance projection from a source machine. We have
chosen to consider the impact of the software stack of the target machine. The
workflow relies on binary analysis, hardware characterization, and the Roofline
model to obtain a performance interval on the target machine. Thanks to this
projection, we can characterize the impact of the differences between a single
core maximum performance, the bandwidth of all memory levels, and the cache
efficiency. We can also analyze the differences brought by the software stack
on the application with metrics such as the observed OI and maximum perfor-
mance of the instruction mix with the use of the SIMD mechanism. Thanks to
an implementation using emulation for dynamic code instrumentation, we have
validated our model on a core of Marvell ThunderX2 and Arm Neoverse N1 ar-
chitecture for three CORAL mini-apps: LULESH, MiniFE, and Quicksilver. We
followed this validation work with an exploration around different SVE vector
sizes and the introduction of HBM2 memory on DDR4 machines for the three
CORAL applications. We used a pool of three different Arm core architectures
for this exercise: ThunderX2, Neoverse N1, and A64FX. We also analyzed the
impact of using different compilers (GCC and FCC) when exploring different
SVE vector lengths on A64FX. To enhance the model, we plan to characterize
some microarchitectural features and parallelism at a full-node level.
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