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Abstract

A conjecture by D. Seese states that if a set of graphs has a decidable
monadic second-order theory, then it is the image of a set of trees under
a transformation defined by monadic second-order formulas. We prove
that the general case of this conjecture is equivalent to the particular
cases of directed graphs, partial orders and comparability graphs. We
present some tools to prove the conjecture for classes of graphs with few
cliques or few complete bipartite subgraphs, for line graphs and for interval
graphs. We make an essential use of prime graphs, of comparability graphs
and of characterizations of graph classes by forbidden induced subgraphs.
Our treatment of infinite graphs uses a representation of countable linear
orders by binary trees that can be constructed by monadic second-order
formulas. By using a counting argument, we show the intrinsic limits of
the methods used so far to handle this conjecture.

1 Introduction

A conjecture by D. Seese [See] states that if a set of graphs has a decidable
monadic theory, then it is the image of a set of trees under a transformation
defined by monadic second-order formulas. We call monadic second-order trans-
ductions such transformations. We will say that it is tree-definable, without
specifying the logical language which will be monadic second-order logic in this
article.

By results of [CE] and [EV], this is equivalent to saying that this set has
bounded clique-width. This means that the graphs can be constructed from iso-
lated vertices taken as basic graphs by means of certain graph operations :



5.1 Bounded clique degree and other constraints.

We will use such codings for classes C of simple undirected graphs without loops
and isolated vertices. We will call them simply graphs in this section. The adap-
tation to other classes, in particular of directed graphs, will be straightforward.

Let B be a class of connected graphs. Let G be a graph. A B-subgraph of
G is a subgraph isomorphic to some graph in B. A maximal B-subgraph is
one that is maximal for subgraph inclusion. We denote by B(G) the set of
maximal B-subgraphs of G. The B-degree of a vertex is the number of maximal
B-subgraphs to which it belongs. The B-degree of a graph is the maximum B-
degree of its vertices.

If B is the set of cliques, we obtain the notion of clique-degree. We will
also consider the case where B is the set KB of cliques and complete bipartite
graphs. We obtain thus the notion of CB-degree. To take a few examples a
string graph P, has KB-degree one for n = 2 or 3, and KB-degree 2 for n =
4, and KB-degree 3 for n > 4. A tree has KB-degree at most 3. A complete
bipartite graph K, , for n,p > 1 has clique-degree Maz{n,p}.

A domino is a finite graph of clique degree at most 2. A graph is a domino
iff it does not contain as induced subgraph a claw (K1,3), a gem (i.e., 1 Q@ Py)
or a 4-wheel (i.e.,1®Cy). See Kloks et al. [KKM]. The proof is done for finite
graphs, but it is easy to see that it applies also to countable graphs. We will
see that the line graphs of triangle-free graphs are dominoes.

A complete subgraph of a graph G can be specified by the set of its vertices.
A complete bipartite subgraph can be specified by two disjoint sets of vertices.
In order to specify a complete bipartite subgraph, it is not enough to specify
its set of vertices. Consider for instance the graph K, — e (K; minus one
edge) with vertices 1, 2, 3, 4 and missing edge between 1 and 4. It has three
complete bipartite subgraphs defined by the pairs ({1, 2,4}, {3}), ({1,4},{2,3})
and ({1, 3,4}, {2}).

Let G be covered by (i.e., be the union of) a set of complete bipartite
graphs (represented by) (X1,Y1),...,(X,,Y},), and a set of cliques (represented
by) Zi,..., Zm, where X1,..., X, Y1,...,Y,, Z1,..., Z,, are sets of vertices. Let
us build a directed colored graph H = v(G) as follows :

Vu =Vg UW where W = {uq,...,up, 21, ..., 2 } 18 & set of new vertices,

Ep consists of edges that link u; to each vertex of X, each vertex of Y; to
u;, for each j =1,...,p, and z; to each vertex of Z;, for each i =1,...,m.

Furthermore, we color u1,...,u, by 1,and zi,..., 2, by 2. The other vertices
have no color.

We consider H = v(G) as a coding of G. The graph G can be recovered from
H as follows :

One creates an edge between v and v where v and v are uncolored vertices
whenever there is a path in H such that : © — w — v with w colored by
1. One creates an edge between v and v where u and v are uncolored vertices
whenever there are edges in H such that : w «— w — v with w colored by
2. One deletes all vertices colored by 1 or 2. It is clear that we obtain G in
this way by an MS transduction denoted by 4. Some edges of G may belong to
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several of the covering cliques and bipartite complete subgraphs. Note also that
the colors 1 and 2 make it possible to distinguish easily the vertices of G from
the auxilliary vertices of the set W.

Let us now assume that G has KB-degree at most k. It is covered by KB(G).
Let H = v(G). Each vertex of G has degree at most k in H. Hence H has an
orientation of indegree at most k (not the one we defined above) and is thus
uniformly k-sparse (See Courcelle [03a]). We denote by C(z) the set of elements
of KB(G) that are cliques containing a vertex x, and by B(z) the set of those
that are complete bipartite subgraphs containing x.

In order to apply Proposition 5.1 we need only prove that -+ is an MS
transduction.

We can do that with the additional assumption that the given graph G is
given with an w—linear order < of its set of vertices. Assuming this, we can
order lexicographically the sets of subgraphs C(z) and B(x).

For each ¢ one can build MS formulas v,;(z, Z) and 3;(z,X,Y’) expressing
respectively that Z is the i-th element in C(x) and that (X,Y) is the i-th one
in B(z). For each i and j, one can build an MS formula %, ;(z,y) expressing
that the i-th element in C(z) is the same as the j-th element in C(y), and an
MS formula B”(x,y) expressing that the i-th element in B(z) is the same as
the j-th element in B(y).

One can then build H by taking as elements up of W the equivalence
classes of pairs (z,i) for the equivalence relation = such that (z,3) =~ (y,j)
iff the i-th element in B(z) is the same as the j-th element in B(y), and as
elements zj, the equivalence classes of pairs (z,4) such that (x,i) ~' (y,j) iff
the i-th element in C(x) is the same as the j-th element in C(y). This can be
done using the formulas 7; ; and Bz j

The edges between the vertices of W and those of G can be defined by using
the MS formulas v, (z, Z) and §,(z, X,Y") which say which subgraph a pair (z, 1)
does represent.

Since the equivalence relations ~ and ~' are MS-definable, their quotients
can be constructed by an MS transduction (subsection 2.2).

Hence, we have H = 7/(G, <) where 7/ is an MS transduction taking as input
G augmented by an w-linear order <. Hence we have proved the following.

Proposition 5.2 : There exists an MS transduction 7’ that transforms
(G, <) into v(G), where G is a graph of KB-degree at most k and < is any w—
linear order on its set of vertices.

The only purpose of the linear order < is to order lexicographically the sets
of vertices. The graph H, although defined in terms of < as +/(G,<) , is
independent of the choice of <. We obtain for graphs of clique degree, or of
ICB-degree at most k a weak version of the Conjecture :

Theorem 5.3: If a set L of graphs of clique degree at most k, or of KB-
degree at most k has a decidable MS-OI satisfiability problem, then it has
bounded clique-width.
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Proof : Let L be of KB-degree at most k, let L’ be the corresponding
set of w-linearly ordered graphs. Let M = +/(L’). Let us prove that this set
has a decidable MS satisfiability problem. Every MS formula ¢ on these graphs
translates back via 7/ into an MS formula ¢# on w— linearly ordered graphs.
This formula is order-invariant since the graphs 7/(G, <) do not depend on the
particular choice of <. Hence its satisfiability in L can be decided by the hy-
pothesis. So can be the MS satisfiability problem for M. Hence M has bounded
clique-width since its members are uniformly k-sparse. So has L = §(M) where
0 is an MS transduction.

If L has clique degree at most k, the proof is similar. In the construction of
v, we omit everything concerning complete bipartite graphs .0J

Corollary 5.4 : If a class of graphs has clique degree at most k, or has
KCB-degree at most k and if an w-linear order is MS-definable on the graphs of
this class, then it satisfies the Conjecture.

It was proved in [Cou95b] that the Conjecture holds for finite chordal graphs
of bounded clique degree. We obtain here a similar result which is not exactly
an extension of this result to graphs which are not chordal because we use the
auxiliary w-linear orders so that the hypothesis is stronger.

Question 5.5 : Can one construct v in the proof of Proposition 5.2
without using the auxiliary linear order 7

If this is possible we obtain a proof of the Conjecture for classes of graphs of
bounded clique degree and of bounded KB-degree. This proof technique can be
adapted to other classes of graphs than cliques and complete bipartite graphs.
It suffices to have a monadic second-order descriptions of the subgraphs in terms
of a fixed number of sets of vertices and a representation with few edges so as
to obtain graphs uniformly k-sparse.

5.2 Line graphs

We now consider the case of line graphs.

Let G be a simple loop-free undirected graph without isolated vertices. For
the purpose of using MS logic with edge set quantifications, we will represent
it by the structure Inc(G) =< Vg U Eg, incg >. Note that (e,z,y) € incg iff
(e,y,x) € incg.

The line graph of G, denoted by L(G) is the simple undirected graph with
set of vertices Fg and edges e — f iff e and f are edges of G sharing a
vertex. We say that H is a line graph if it is L(G) for some graph G. We let
LG be the class of line graphs.

Several graphs may have the same line graph. Fo example K3 is the line
graph of both K3 and K 3. A triangle-free graph is a graph without K3 as a
subgraph. We let 7F be the class of triangle free graphs.
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In this article, we have shown that proving the Conjecture for a quite large
variety of graph classes is as difficult as for the general case. These classes
are listed in Theorem 3.8, and one should also add to the list the class of
comparability graphs. We have also established a few new cases of validity of
the Conjecture, in particular for line graphs, interval graphs, dimension 2 posets
and quasi-series-parallel posets, and given a method potentially applicable for
classes of graphs covered by few cliques and few complete bipartite graphs.

Forbidden configurations have been very useful especially for dealing with
comparability graphs. This suggests to compare graph classes in terms of the for-
bidden induced subgraphs characterizing them. What follows is more a research
program than a set of achievements.

10.1 Forbidden induced subgraphs.

Let Z be a set of finite simple graphs, either directed or not. We let Forb(Z)
be the class of finite simple graphs that do not have any induced subgraph
isomorphic to any graph in Z. If Z is finite, then Forb(Z) is first-order definable.
This is the case for cographs (excluding Py), for line graphs (there are 9 excluded
induced subgraphs) to take a few examples. If Z is MS definable, then so
is Forb(Z). This is the case for the class of comparability graphs, of convex
bipartite graphs, of interval graphs as we have seen, and of perfect graphs (as
a consequence of the proof of the Strong Berge Conjecture). We propose the
following classification of graph classes characterized by finite or infinite sets of
forbidden induced subgraphs, in relation with the Conjecture. To simplify the
discussion, we only consider finite graphs.

For every set Z of forbidden induced subgraphs, we ask the following ques-
tions concerning the class Forb(Z) :

Has it has bounded clique-width ?

If it has unbounded clique-width, then we ask the following :

Does it satisfy the Conjecture ?

Is it equivalent to the full class Finite Undirected Graphs.?

It may of course happen that we cannot answer any of these questions. We
collect a few known answers.

We need some definitions. For positive integers ¢ and ¢, a (q,t)-graph is a
graph in which every set of g vertices has at most ¢ induced subgraphs isomorphic
to Py. This can be expressed, for each (g,t) in terms of finitely many forbidden
induced subgraphs. This notion was introduced by Babel and Olariu [BO].
Let Bewd be set of pairs (g, t) such that (g, t)-graphs have clique-width < k for
some k depending only on ¢ and ¢. Makowsky and Rotics proved ([MakRot]) that
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Bcewd contains the pairs (g, t) for t < ¢—3 and ¢ > 7, does not contain (g,q—1)
for ¢ > 4, neither (¢,q — 3) for ¢ = 4,5,6 . The other cases are unknown. The
structural descriptions of these graph classes should help to settle more cases.

Proposition 10.1 : 1) The classes Forb(Z) have bounded clique-width
in the following cases :

Z contains Py

Z contains the finitely many graphs characterizing the (g, t)- graphs, for each
(¢,t) in Bewd.

Z contains the graphs characterizing the bipartite graphs without a skew
star (Lozin [Loz]).

2) The classes Forb(Z) satisfy the Conjecture if either

Z contains the finite set of graphs that characterizes the graphs of degree at
most d, for each d,

Z contains the finite sets of graphs that characterize line graphs or directed
line graphs,

Z contains the infinite set characterizing interval graphs.

3) The classes Forb(Z) are equivalent to the class Finite Undirected Graphs
if

Z contains no split graph.

Proofs :

1) The graphs without Py are the cographs, which are the graphs of clique-
width at most 2. The other results are due to [MakRot].

2) Graphs of bounded degree are uniformly d-sparse, the result follows from
Proposition 2.5.2. The other cases have been considered in Theorems 5.9 and
8.3.

3) The class of split graphs is closed under taking induced subgraphs. If
Z contains no split graph, then Forb(Z) contains all split graphs, hence it is
equivalent to the full class Finite Undirected Graphs by the results of section 3.0J

10.1.1 More open questions

Here are some open questions.
Question 10.2 : Do we have : Finite Graphs = Countable Graphs 7

Question 10.3 : Do we have : Finite Graphs = Finite Relational Structures

Question 10.4 : What about the classes of finite partial orders of dimension
k for k at least 3 7
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Concerning Question 10.2, it is proved in [Cou04] that a countable graph
has clique-width at most f(k) if its finite induced subgraphs have clique-width
at most k, where f is a fixed function. It follows that, if the Conjecture holds
for finite graphs, then we have the following result :

If a set of graphs has a decidable MS'-satisfiability problem, then it has
bounded clique-width,

where MS/ is MS logic with an atomic formula Fin(X) expressing that a
set X is finite. The proof is easy : using this predicate, we get that if a set
of graphs L has a decidable MSf-satisfiability problem, so has the set of its
finite induced subgraphs. This set has bounded clique-width and so has L by
the "compactness" result of [Cou04]. Finiteness can be expressed in terms of an
arbitrary w-linear order. It follows that MS/ is intermediate between MS and

MS-OL.

Finally, one may strengthen the definition of tree-definable as follows. Let
us say that a set of graphs L is strongly tree-definable if there exists an MS
coding (v ,6) of L into a set of labelled trees T'. In such a case, the MS satisfi-
ability problems for L and for the subset of T" that is its image under the MS
transduction v are interreducible.

A stronger form of Seese’s Conjecture could be :

Conjecture 10.5 : If a set of graphs has a decidable MS satisfiabiliy prob-
lem, then it is strongly tree-definable.

D. Lapoire has proved [Lap] that for each k, one can define a (fairly com-
plicated) MS coding of finite graphs of tree-width at most k into a set of finite
labelled trees which encode some tree-decompositions of width & of the input
graphs. It is important to note that the trees in T are unordered and of un-
bounded degree. All existing proofs of particular cases of the Conjecture reduce
via MS transductions to that of graphs of bounded tree-width. Hence for all
these cases the strong form of the Conjecture holds.

Acknowledgements : Thanks to A. Blumensath for his critical reading of
a first draft of this article.
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