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# ON SEQUENTIALLY CONTROLLED MARKOV PROCESSES 

A. K. ZVONKIN


#### Abstract

We consider Markov processes with continuous time, where the switching of the controls takes place at random (independent of the future) moments of time. We derive Bellman's cost equation and the existence of ( $p, \epsilon$ ) optimal strategies, prove the measurability of cost and give an excessive characterization of cost.
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## §1. Introduction

On a probability space $(\Omega, \mathcal{F}, P)$ there is given a family of unstopped Markov processes $\left.{ }^{1}\right) X^{d}=\left\{x_{t}^{d}, M_{t}^{d}, P_{x}^{d}\right\}$ with values in a common phase space $(E, B)$ and depending on some parameter $d \in D$ (the elements of the set $D$ will be called controls). Being at the moment $t=0$ in the state $x_{0} \in E$, we choose a control $d_{0} \in D$, and "insert" the process $X^{d_{0}}$. At some random moment $\tau_{1}$ independent of the future we instantly "switch" to a control $d_{1}$, and at this moment (and from the last state, i.e. $x_{\tau_{1}}$ ) go to the process $X^{d_{1}}$ up to the moment $\tau_{2}$, at which time we "switch" to the control $d_{2}$, and so on. Our purpose is to maximize the value of $M_{x} \Sigma_{k=0}^{\infty}\left(\gamma^{d_{k}}\right)_{\tau_{k+1}}^{\tau_{k}}$, where $\gamma^{d}$ is an additive functional of the process $X^{d}$.

The problem, in such a formulation, on the one hand is a natural generalization of the problem of optimal stopping (see [2]); on the other hand it allows one to carry over a series of results from [3], [4] and [5] to the case of a process with continuous time.

In this article we derive Bellman's cost equation, prove the measurability of cost and the existence of ( $p, \epsilon$ )-optimal strategies, and give an excessive characterization of cost.

## §2. Assumptions

1.A. $E$ is semicompact and $\mathcal{B}$ is a $\sigma$-algebra of Borel sets of $E$.
1.B. $D$ is a Borel subset of a complete separable metric space.

With respect to the processes $X^{d}$ we shall assume the following:

[^0]2.A. For each $d \in D$, the process $X^{d}$ is standard.
2.B. For each $t \geq 0$, the $\sigma$-algebras $\mathbb{N}_{t}^{d}$ coincide for all $d$ (in what follows, in place of $\mathbb{M}_{t}^{d}$ we shall write $\mathbb{M}_{t}$ ), and for any $x \in E, d_{1}, d_{2} \in D$, the measures $P_{x}^{d_{1}}$ and $P_{x}^{d_{2}}$ on $\left(\Omega, M_{t}\right)$ are mutually absolutely continuous.
2.C. For any $t \geq 0$ and $\Gamma \in \mathcal{B}$, the function $P(t, d, x, \Gamma)=P_{x}^{d}\left\{_{t} \in \Gamma\right\}$ is a $\mathfrak{B} \times \sigma(D)$-measurable ( ${ }^{2}$ ) function of ( $x, d$ ), and for each $d \in D$ the function $P(t, d, x, \Gamma)$ is a $\hat{C}$-function.

We shall define a strategy to be a sequence $\pi=\left(\delta_{0}, \tau_{1}, \delta_{1}, \tau_{2}, \delta_{2}, \ldots\right)$ satisfying the following conditions.
3.A. $\tau_{k}=\tau_{k}\left(\omega ; d_{0}, \cdots, d_{k-1}\right)$ is a function with values in $[0, \infty]$ such that for all $t \geq 0$

$$
\left\{\left(\omega ; d_{0}, \ldots, d_{k-1}\right): \tau_{k}\left(\omega ; d_{0}, \ldots, d_{k-1}\right) \leqslant t\right\} \in \mathscr{M}_{t} \times \sigma\left(D^{k}\right)^{(3)}
$$

(we shall call such a function a moment independent of the future).
3.B. $\delta_{k}=\delta_{k}(\cdot \mid \cdot)$ is a (regular) conditional distribution on ( $D, \sigma(D)$ ) for given $\left(\omega ; d_{0}, \cdots, d_{k-1}\right)$ measurable with respect to the $\sigma$-algebra $\mathbb{M}_{\tau_{k}} \times \sigma\left(D^{k}\right)$ in the space $\Omega \times D^{k}$.
3.C. With probability 1 , we have $0 \leq \tau_{1} \leq \tau_{2} \leq \cdots \leq \infty$, and $\lim _{n \rightarrow \infty} \tau_{n}=\infty$.

As a price function we get the functional

$$
\begin{equation*}
r(\pi, \omega)=\sum_{k=0}^{\infty}\left(\gamma^{d_{k}}\right)_{\tau_{k+1}}^{\tau_{k}} \tag{1}
\end{equation*}
$$

where $\pi$ is a usable strategy, and $\gamma^{d}$ is a numerical functional satisfying the following conditions.
4.A. For each $d$, the functional $\gamma^{d}$ is a homogeneous perfect $W$-functional.
4.B. For any $0 \leq s \leq t$ and any $\Gamma \in \sigma[0, \infty]$ (4) we have

$$
\left\{(\omega, d):\left(\gamma^{d}\right)_{t}^{s} \in \Gamma\right\} \in \mathscr{N}_{t} \times \sigma(D)
$$

Let $p$ be a probability measure on $E$, and let $\epsilon \geq 0$. We call a strategy $\pi^{*}(p, \epsilon)$ optimal if

$$
p\left\{x: v_{\pi^{*}}(x) \geqslant \sup _{\pi} v_{\pi}(x)-\varepsilon\right\}=1,
$$

where $v_{\pi}(x)=M_{x}^{\pi} r(\pi, \omega)$ is our mean (5) (expected) price using the strategy $\pi$. Such a definition of optimality makes sense since the function $v(x)=\sup _{\pi} v_{\pi}(x)$ is $\overline{\mathcal{B}}$-measurable (see the Corollary to Lemma 4). We shall call $\nu(x)$ a cost and shall assume, a priori, the condition

$$
\text { 5.A. } v(x)<\infty \text { for all } x \in E .
$$

[^1]
## § 3. Auxiliary results

The results set out in this section are basically of a technical nature.
I. Consider the process $\widetilde{X}_{n}^{d}=\left\{\tilde{x}_{t^{\prime}} \widetilde{\pi}_{t^{\prime}} \widetilde{P}_{x}^{d}\right\}$ obtained from the process $X^{d}=\left\{x_{t}, \pi_{t}, P_{x}^{d}\right\}$ in the following way:

$$
\widetilde{\Omega}=\Omega \times D^{n}, \quad \widetilde{E}=E, \quad \tilde{x}_{t}(\widetilde{\omega})=\bar{x}_{t}\left(\omega ; d_{1}, \ldots, d_{i}\right)=x_{t}(\omega)
$$

$\tilde{M}_{t}=\overline{\pi_{t}^{d} \times \sigma\left(D^{n}\right)}$ (the completion is carried out in the system of all measures $\widetilde{P}_{x^{\prime}}^{d} x \in E$ ), $\widetilde{P}_{x}^{d}=P_{x}^{d} \times \nu\left(\nu\right.$ is an arbitrary but fixed probability measure on $\left(D^{n}, \sigma\left(D^{n}\right)\right)$ ).

Obviously all the processes $\widetilde{X}_{n^{\prime}}^{d} d \in D, n \geq 0$, are Markov.
Lemma 1. a) For any $d \in D$ and $n \geq 0$, the process $\tilde{X}_{n}^{d}$ is standard.
b) The classes of functions $f(x)$ such that $\underline{\lim }_{t \downarrow 0} f\left(x_{t}\right) \geq f(x) \widetilde{P}_{x}^{d}$-a.s. coincide for all processes $\widetilde{X}_{n^{\prime}}^{d} d \in D, n \geq 0$.
c) For each $d \in D$, the classes of excessive functions for the processes $X_{n^{\prime}}^{d} n \geq 0$, coincide.

Proof. Note that the transition function of the process $\widetilde{X}_{n^{\prime}}^{d} n \geq 0$, does not change with the process $X^{d}$. Hence assertion c) follows immediately; making use of Theorem 3.13 and Lemma 3.2 of [1], we obtain assertion a); using condition 2.B, we obtain assertion b).

The construction of our strategies is such that it is natural to think as though between the moments $\tau_{k}$ and $\tau_{k+1}$ we observe, not the process $X^{d_{k}}$, but the process $\widetilde{X}_{k+1}^{d_{k}}, k=0,1,2, \cdots$ (then, in particular, all the moments independent of the future become simple Markov moments). In order not to encumber the construction excessively, we shall, as before, denote these processes by $X^{d_{k}}$, and omit almost all references to Lemma 1.
II. At some essential points in our reasoning, the technique of analytic sets (Q-sets) will be used. We cite some necessary facts. An $\mathbb{Q}$-set is a continuous image (for example, a projection) of a Borel set.
a) Any $\mathbb{Q}$-set is $\bar{B}$-measurable ([6], p. 601); there exist $\mathbb{Q}$-sets which are not Borel ([7], §38, IV).
b) Theorem on uniformization: Let $G$ be an $\mathbb{Q}$-set in a product $X \times Y, H$ the projection of $G$ on $X$; then there exists a $\sigma(X)$-measurable function $f(x)$ such that $(x, f(x)) \in G$ for all $x \in H$ ([6], p. 603).
c) $\mathbb{Q}$-sets are invariant with respect to the Suslin operations ([7], Russian p. 37, and Theorem 4, §33, IX), in particular with respect to the operations of countable union and intersection (note that a set analytic together with its complement is Borel; see [6], p. 600), and also with respect to the operation of Cartesian product ([7], Theorem 1, §33, III).
III. Denote by $\mathcal{L}$ the class of functions $f(x, d)$ such that
(a) $f(x, d) \geq 0$,
( $\beta$ ) $f(x, d)$ is an $\mathbb{Q}$-function, i.e., for any $c\{(x, d): f(x, d)>c\}$ is an $\mathbb{Q}$-set (then $\{(x, d): f(x, d) \geq c\}=\bigcap_{n=1}^{\infty}\{(x, d): f(x, d)>c-1 / n\}$ is an $\mathbb{Q}$-set; see II.c)).
(y) For all $d \in D, \underline{\lim }_{t{ }_{10}} f\left(x_{t^{\prime}} d\right) \geq f(x, d) P_{x}^{d}$-a.s. (then, if $\tau$ is a Markov moment, $\underline{\lim }_{t 10} f\left(x_{\tau+t^{\prime}} d\right) \geq f\left(x_{\tau}, d\right) P_{x}^{d}$-a.s. for all $d$ and $\left.x\right)$.

Lemma 2. a) If $f_{1} \in \mathscr{L}, f_{2} \in \mathscr{L}$, then $f_{1}+f_{2} \in \mathscr{L}$.
b) If $f_{n} \in \mathscr{L}$ and $f_{n} \uparrow$, then $f \in \mathscr{L}$.
c) (6) If $u \in \mathscr{\&}$ and $v(x)=\sup _{d \in D} u(x, d)$, then $v \in \mathscr{L}$ (more precisely, the function $w(x, d) \equiv v(x)$ belongs to the class $£)$.

Proof. a) That conditions ( $\alpha$ ) and ( $\gamma$ ) are satisfied for the sum is obvious. Condition ( $\beta$ ) follows from II.c) and the relation

$$
\left\{(x, d): f_{1}(x, d)+f_{2}(x, d)>c\right\}=\bigcup_{r}\left(\left\{(x, d): f_{1}(x, d)>r\right\} \cap\left\{(x, d): f_{2}(x, d)>c-r\right\}\right)
$$

where $r$ runs through the set of all rational numbers. Note that $f_{1}-f_{2} \in \mathscr{L}$ in the case where $f_{1} \geq f_{2}$, the function $f_{2}$ is Borel, and $\underline{\lim }_{t 1_{0}} f_{2}\left(x_{t^{\prime}} d\right)=f_{2}(x, d) P_{x}^{d}$-a.s.
b) $(\beta):\{(x, d): f(x, d)>c\}=\bigcup_{n=1}^{\infty}\left\{(x, d): f_{n}(x, d)>c\right\}$,
$(\gamma): \lim _{\overline{t \downarrow 0}} f\left(x_{t}, d\right) \geqslant \lim _{\overline{t \downarrow 0}} f_{n}\left(x_{t}, d\right) \geqslant f_{11}(x, d)$
$P_{x}^{d}$-a.s. for any $n \geq 1$; therefore $\lim _{t \downarrow 0} f\left(x_{t^{\prime}} d\right) \geq f(x, d) P_{x}^{d}$-a.s. also.
c) $(\beta)$ : the set $C=\{x: v(x)>c\}$ is the projection on $E$ of the set $\{(x, d): u(x, d)>$ $c\}$; consequently $C$ (and with it $C \times D=\{(x, d): w(x, d)>c\}$ ) is an $\mathbb{Q}$-set also; ( $\gamma$ ) is verified in the same way as for assertion b), using Lemma 1.b).
IV. We shall call the function $f(x, d)$ excessive if it is $\overparen{B} \times \sigma(D)$-measurable and for each $d$ it is excessive for the process $X^{d}$ as a function of $x$. The operator which puts in correspondence to the function $g(x, d)$ its least excessive majorant will be denoted by $\Lambda$. The following theorem is a fundamental result in the theory of optimal stopping (see [2]). ${ }^{7}$ )

Theorem 1. Let $g(x, d) \in \mathcal{L}$ and

$$
\begin{equation*}
s(x, d)=\lim _{n \rightarrow \infty} \lim _{N \rightarrow \infty} Q_{n}^{N} g(x, d) \tag{2}
\end{equation*}
$$

where $Q_{n}^{N}$ is the Nth power of the operator

$$
Q_{n} g(x, d)=\max \left\{g(x, d), T_{2-n}^{d} g(x, d)\right\}
$$

Then the following assertions are true.
a) $s(x, d)=\Lambda g(x, d)$.
b) $s(x, d)=\sup _{\tau} M_{x}^{d} g\left(x_{\tau^{\prime}} d\right)$, where $\tau$ is a Markov moment.

Proof. We shall reason for each $d$ separately.

[^2]a) If $f(x)=T_{s} g(x)$, then according to Fatou's Lemma and property $(\gamma)$ we have for $g(x)$
\[

$$
\begin{equation*}
\lim _{\overline{t \downarrow 0}} T_{t} f(x)=\frac{\lim }{\overline{t \downarrow 0}} M_{x} g\left(x_{s+t}\right) \geqslant M_{x} \frac{\lim }{\bar{t} 0} g\left(x_{s+t}\right) \geqslant M_{x} g\left(x_{s}\right)=f(x) \tag{3}
\end{equation*}
$$

\]

Inequality (3) remains true for the maximum of two functions and for monotone (increasing) passage to the limit, so that

$$
\begin{equation*}
\lim _{\bar{\hbar} 1} T_{t} s(x) \geqslant s(x) \tag{4}
\end{equation*}
$$

As was shown in the proof of Lemma III. 1 of [2],

$$
\begin{equation*}
T_{m \cdot 2^{--n}} s(x) \leqslant s(x) \tag{5}
\end{equation*}
$$

Take a sequence of dyadic rational numbers $r_{i} \downarrow t, i \rightarrow \infty$, and put $s_{i}=r_{i}-t$. Using sequence (5), Fatou's Lemma, and (4), we obtain
i.e. $T_{t} s(x) \leq s(x)$. For $s(x)$ to be excessive, we must have $\lim _{t \downarrow 0} T_{t} s(x)=s(x)$, which follows from (4) and (6). Then the fact that $s(x)$ is the least of the excessive majorants is proved as in Lemma III. 1 of [2].
b) The proof coincides with the proof of Theorem III. 1 of [2]
V. Lemma 3. If $g(x, d) \in \mathscr{L}$, then $s(x, d)=\Lambda g(x, d) \in \mathscr{L}$.

Proof. Condition $(\gamma)$ is satisfied for $s(x, d)$ by virtue of its excessiveness (see [1], Theorem 12.4 and 4.9). In order to establish that condition $(\beta)$ is satisfied for $s(x, d)$, it is sufficient, according to (2) and Lemma 2 b ), to show that the function $f(x, d)=T_{t}^{d} g(x, d)$ satisfies condition ( $\beta$ ).

Let $Z$ be a Borel subset of a complete separable metric space, and $P(Z)$ the set of all probability measures on $Z$. We determine in $P(Z)$ a $\sigma$-algebra of Borel sets, namely the minimal $\sigma$-algebra with respect to which the functions $f_{B}(\mu)=\mu(B)$ are measurable for all $B \in \sigma(Z)$ (see [9]). Let $\phi(z)$ be an $\mathbb{Q}$-function (i.e. $\{z: \phi(z)>c\}$ is an $Q$-set for all $c$ ), let $\phi(z) \geq 0$ and let $\mu: Z \rightarrow P(Z)$ be a Borel function. We shall show that $f(z)=\int_{Z} \phi(y) \mu_{z}(d y)$ is an $\mathbb{Q}$-function. It is sufficient to establish this fact for the function $\phi(z)=\chi_{\Gamma}(z)$, where $\Gamma$ is an $\left(\mathbb{T}\right.$-set $\left({ }^{8}\right)$, i.e. to show that the set $H=$ $\left\{z: \mu_{z}(\Gamma)>c\right\}$ is an $\mathbb{Q}$-set for any $c$. But $H$ is the projection on $Z$ of the set

$$
\left\{\left(z, \mu_{z}\right)\right\}(Z \times\{\mu: \mu(\Gamma)>c\})
$$

in the space $Z \times P(Z)$, and the set $\left\{\left(z, \mu_{z}\right)\right\}$ is Borel since it is the graph of a Borel function (see [7], Russian p. 505); therefore, according to II.c), it is sufficient to prove that $\left\{\mu: \mu\left(\Gamma^{\prime}\right)>c\right\}$ is an $\mathbb{Q}$-set in $P(Z)$.

As is seen from the proof of Theorem IV of Supplement III in [6] (pp. 601-602), there exists a family of compact sets $C_{n_{1}} \cdots_{n_{m}} \subseteq Z\left(n_{k}\right.$ is a natural number) such that for any measure $\mu, \mu\left(\mathrm{I}^{\prime}\right)>c$, there can be found a sequence $p_{1}, \cdots, p_{m}, \cdots$ such that $\mu\left(C_{p_{1} \cdots p_{k}}\right)>c$ for all its initial segments $p_{1}, \cdots, p_{k}(k \geq 1)$. By the same token
(8) In fact, let $\phi_{n}(z)=n^{-1} \sum_{k=1}^{\infty} x\{\phi(z)>k / n\}(z)$; then $\phi_{n}(z) \mid \phi(z)$ as $n \rightarrow \infty$.

$$
\{\mu: \mu(\Gamma)>c\}=\bigcup_{p_{1} \ldots p_{k} \ldots \ldots=1} \bigcap_{k=1}^{\infty}\left\{\mu: \mu\left(C_{p_{1} \ldots p_{k}}\right)>c\right\}
$$

i.e. the set $\left\{\mu: \mu\left(\Gamma^{\prime}\right)>c\right\}$ is obtained from the Borel (by definition) set $\left\{\mu: \mu\left(C_{p_{1}} \cdots p_{k}\right)\right\rangle$ c\} by means of an $\mathbb{Q}$-operation; consequently it is an $\mathbb{Q}$-set.

The assertion of the lemma follows from the fact that the function $\mu: E \times D \rightarrow$ $P(E \times D)$ is such that if $B_{1} \subseteq E$ and $B_{2} \subseteq D$, then

$$
\mu_{(x, d)}\left\{B_{1} \times B_{2}\right\}=P_{x}^{d}\left\{x_{i} \in B_{1}\right\} \cdot \chi_{B_{2}}
$$

is a Borel function (see condition 2.C).

## §4. Fundamental results

We consider the classes $\Pi_{N}$ of strategies which can be switched not more than $N$ times (in other words, $\tau_{N+1}=\infty$ with probability 1 ), $N=0,1,2, \cdots$ Let $v_{N}(x)=$ $\sup _{\pi \in \mathbf{\Pi}_{N}} v_{\pi}(x)$.

Theorem 2. The functions $v_{N}(x)$ satisfy the following recurrence relations:

$$
\begin{equation*}
v_{N}(x)=\sup _{d \in D}\left[\Lambda\left(v_{N-1}(x)-s_{0}(x, d)\right)+s_{0}(x, d)\right], \quad v_{0}(x)=\sup _{d \in D} s_{0}(x, d) \tag{7}
\end{equation*}
$$

where $s_{0}(x, d)=M_{x}^{d}\left(\gamma^{d}\right)_{\infty}^{0}$.
Proof. Put $g_{n}(x, d)=v_{n}(x)-s_{0}(x, d)$ and $s_{n}(x, d)=\Lambda g_{n-1}(x, d)$. Fix an initial point $x_{0}$. According to the usual scheme of dynamic programming, the proof consists of two parts: first show that if $v_{N}(x)$ is the solution of equation (7), then

$$
\begin{equation*}
v_{\pi}\left(x_{0}\right) \leqslant v_{N}\left(x_{0}\right) \quad \text { for any } \quad \pi \in \Pi_{N} \tag{8}
\end{equation*}
$$

and then construct a strategy $\pi^{*} \in \Pi_{N}$ such that

$$
\begin{equation*}
v_{\pi^{*}}\left(x_{0}\right) \geqslant v_{N}\left(x_{0}\right)-\varepsilon \tag{9}
\end{equation*}
$$

I. If $\pi \in \Pi_{N}$, then

$$
\left.v_{\pi}\left(x_{0}\right)=M_{x_{0}}^{\pi} 1\left(\gamma^{d}\right)_{\tau_{1}}^{d_{1}^{0}}+\left(\gamma^{d_{1}}\right)_{\tau_{2}}^{\tau_{1}}+\cdots+\left(\gamma^{d_{N-1}}\right)_{\tau_{N}}^{\tau_{N-1}}+\left(\gamma^{d}\right)_{\infty}^{d_{\infty} N}\right] .
$$

According to Theorem 6.12 of [1],

$$
\begin{gathered}
M_{x_{0}}^{\pi}\left(\gamma^{d}\right)_{\tau_{k+1}}^{\tau_{k}}=M_{x_{0}}^{\pi}\left[\left(\gamma^{d}\right)_{\tau_{k+1}}^{0}-\left(\gamma^{d_{k}}\right)_{\tau_{k}}^{0}\right] \\
=M_{x_{0}}^{\pi} s_{0}\left(x_{0}, d_{k}\right)-M_{x_{0}}^{\pi} s_{0}\left(x_{\tau_{k+1}}, d_{k}\right)-M_{x_{0}}^{\pi} s_{0}\left(x_{0}, d_{k}\right)+M_{x_{0}}^{\pi} s_{0}\left(x_{\tau_{k}}, d_{k}\right) \\
=M_{x_{0}}^{\pi}\left[s_{0}\left(x_{\tau_{k}}, d_{k}\right)-s_{0}\left(x_{\tau_{k+1}}, d_{k}\right)\right],
\end{gathered}
$$

and analogously

$$
\begin{gathered}
M_{x_{0}}^{\pi}\left(\gamma^{d_{0}}\right)_{\tau_{1}}^{0}=M_{x_{0}}^{\pi}\left[s_{0}\left(x_{0}, d_{0}\right)-s_{0}\left(x_{\tau_{1}}, d_{0}\right)\right], \\
M_{x_{0}}^{\pi}\left(\gamma^{d}\right)_{\infty}^{\tau_{N}}=M_{x_{0}}^{\pi} s_{0}\left(x_{\tau_{N}}, d_{N}\right) .
\end{gathered}
$$

Therefore

$$
\begin{aligned}
& v_{\pi}\left(x_{0}\right)= M_{x_{0}}^{\pi}\left\{s_{0}\left(x_{0}, d_{0}\right)+\left[s_{0}\left(x_{\tau_{1}}, d_{1}\right)-s_{0}\left(x_{\tau_{1}}, d_{0}\right)\right]+\cdots\right. \\
&\left.\ldots+\left[s_{0}\left(x_{\tau_{N}}, d_{N}\right)-s_{0}\left(x_{\tau_{N}}, d_{N-1}\right)\right]\right\} \\
&=M_{x_{0}}^{\pi}\left\{s_{0}\left(x_{0}, d_{0}\right)+M_{x_{0}}^{\pi}\left\{\left[s_{0}\left(x_{\tau_{1}}, d_{1}\right)-s_{0}\left(x_{\tau_{1}}, d_{0}\right)\right]+M_{x_{0}}^{\pi}\{\ldots\right.\right. \\
&-\left.\left.\left.M_{x_{0}}^{\pi}\left\{\left[s_{0}\left(x_{\tau_{N}}, d_{N}\right)-s_{0}\left(x_{\tau_{N}}, d_{V-1}\right)\right] \mid \tilde{M}_{\tau_{N-1}}\right\} \mid \tilde{M}_{\tau_{V-2}}\right\}|\ldots| \tilde{M}_{0}\right\}\right\} .
\end{aligned}
$$

The function $s_{0}(x, d)$ is Borel by virtue of conditions 2.C and 4.B, and $\lim _{t \downarrow 0} s_{0}(x, d)=$ $s_{0}(x, d) P_{x}^{d}$-a.s. by virtue of the excessiveness of $s_{0}(x, d)$ (see [1], $\S 6.17$ and Theorems 12.4 and 4.9). Therefore, according to Lemmas 2 and 3, all the functions $v_{n}(x), g_{n}(x, d)$ and $s_{n}(x, d)$ belong to the class $£$, and the inequality

$$
\begin{gathered}
s_{0}\left(x_{\tau_{N}}, d_{N}\right) \leqslant v_{0}\left(x_{\tau_{N}}\right), \\
v_{0}\left(x_{\tau_{N}}\right)-s_{0}\left(x_{\tau_{N}}, d_{N-1}\right)=g_{0}\left(x_{\tau_{N}}, d_{N-1}\right) \leqslant s_{1}\left(x_{\tau_{N}}, d_{N-1}\right), \\
M_{x_{0}}^{\pi}\left\{s_{1}\left(x_{\tau_{.},}, d_{N-1}\right) \mid \tilde{\mathcal{M}}_{\tau_{N-1}}\right\} \leqslant s_{1}\left(x_{\tau_{N-1}}, d_{N-1}\right) \quad P_{x_{0}}^{\pi} \text { a.s. }
\end{gathered}
$$

holds (this inequality follows from Theorem 1.5 and property V on p. 119 of [2]);

$$
\begin{gathered}
s_{0}\left(x_{\tau_{N-1}}, d_{N-1}\right)+s_{1}\left(x_{\tau_{N-1}}, d_{N-1}\right) \leqslant v_{1}\left(x_{\tau_{N-1}}\right), \\
v_{1}\left(x_{\tau_{N-1}}\right)-s_{0}\left(x_{\tau_{N-1}}, d_{N-2}\right)=g_{1}\left(x_{\tau_{N-1}}, d_{N-2}\right) \leqslant s_{2}\left(x_{\tau_{N-1}}, d_{N-2}\right), \\
M_{x_{0}}^{\pi}\left\{s_{2}\left(x_{\tau_{N-1}}, d_{N-2}\right) \mid \tilde{M}_{\tau_{N--2}}\right\} \leqslant s_{2}\left(x_{\tau_{N-2}}, d_{N-2}\right) \quad P_{x_{0}}^{\pi} \text { a.s. },
\end{gathered}
$$

and so on. In sum we get inequality (8).
II. We construct the strategy $\pi^{*}$. Let $\epsilon>0$ be given; then proceed as follows.
$d_{0}$ ) Choose $d_{0}$ so that

$$
s_{N}\left(x_{0}, d_{0}\right)+s_{0}\left(x_{0}, d_{0}\right) \geqslant v_{N}\left(x_{0}\right)-\frac{\varepsilon}{2 N+1} ;
$$

such a $d_{0}$ exists since $v_{N}(x)=\sup _{d \in D}\left[s_{N}(x, d)+s_{0}(x, d)\right]$.
$\tau_{1}$ ) Choose $\tau_{i} \geq 0$ so that

$$
M_{x_{0}}^{d_{j}} g_{N-1}\left(x_{\tau_{1}}, d_{0}\right) \geqslant s_{N}\left(x_{0}, d_{0}\right)-\frac{\varepsilon}{2 N+1} ;
$$

such a $\tau_{1}$ exists according to Theorem 1.b).
$d_{1}$ ) Let $p_{1}$ be a measure on $E$ corresponding to the distribution of the random variable $x_{\tau_{1}}$. We change the function $v_{n-1}(x)$ on a set of $p_{1}$-measure 0 so that it becomes Borel; then the set

$$
\left\{(x, d): s_{N-1}(x, d)+s_{0}(x, d) \geqslant v_{N-1}(x)-\frac{\varepsilon}{2 N+1}\right\}
$$

becomes an $(\mathbb{q}$-set (see Lemma 2.a)). This means we can uniformize it (see §3, II.b)), i.e. there exists a $\overline{\mathcal{B}}$-measurable function $d_{1}=d_{1}(x)$ (it is even possible to make it Borel, changing it on a set of $p_{1}$-measure 0 ) such that

$$
p_{1}\left\{x: s_{N-1}\left(x, d_{1}(x)\right)+s_{0}\left(x, d_{1}(x)\right) \geqslant v_{N-1}(x)-\frac{\varepsilon}{2 N+1}\right\}=1
$$

$\tau_{N}$ ) Analogously to $\tau_{1}$, we choose $\tau_{N} \geq \tau_{N-1}$ such that

$$
M_{\lambda_{\tau_{N-1}}}^{d_{N-1}} g_{0}\left(x_{\tau_{N}}, d_{N-1}\right) \geqslant s_{1}\left(x_{\tau_{N-1}}, d_{V-1}\right)-\frac{\varepsilon}{2 N+1} .
$$

$d_{N}$ ) Analogously to $d_{1}$, we choose $d_{N}=d_{N}\left(x_{\tau_{N}}\right)$ so that

$$
\left.p_{N}\left\{x: s_{0}\left(x, d_{N}(x)\right) \geqslant v_{0}(x)-\frac{\varepsilon}{2 N}\right\}\right\}=1,
$$

where $p_{N}$ is a measure on $E$ corresponding to the distribution of the random variable ${ }^{x_{\tau_{N}}}$.

The strategy constructed obviously satisfies inequality (9). The theorem is proved.
Lemma 4. If $\nu(x)$ is a cost function, then $v_{n}(x) \uparrow v(x)$ as $n \rightarrow \infty$.
The proof follows from condition 5.A and (1) and from the nonnegativity of the functional $\gamma^{d}$.

Corollary. The function $v(x)$ is $\overline{\mathcal{B}}$-measurable (and, moreover, $v(x) \in \mathcal{L}$; see Lemma 2.b)).

Theorem 3. The cost $v(x)$ is the least solution of the equation (9)

$$
\begin{equation*}
v^{\prime}(x)=\sup _{d \in D}\left[\Lambda\left(v(x)-s_{0}(x, d)\right)+s_{0}(x, d)\right] . \tag{10}
\end{equation*}
$$

Proof. 1) The left-hand side of equation (7) converges to the function $\sup _{d \in D}\left[s(x, d)+s_{0}(x, d)\right]$, where

$$
s(x, d)=\lim _{n \rightarrow \infty} s_{n}(x, d)=\lim _{n \rightarrow \infty} \Lambda g_{n}(x, d) .
$$

We must show that $s(x, d)=\Lambda\left(\lim _{n \rightarrow \infty} g_{n}(x, d)\right)$. The equality

$$
\lim _{n \rightarrow \infty} \Lambda g_{n}(x, d)=\Lambda\left(\lim _{n \rightarrow \infty} g_{n}(x, d)\right)
$$

(the sequence $g_{n}(x, d)$ is nondecreasing) is proved exactily as in [2] (Remark 2 on p. 51).
2) Let $u(x)$ be any solution of equation (10). Then

$$
u(x) \geqslant \sup _{d \in D}\left[0+s_{0}(x, d)\right]==v_{0}(x)
$$

If $v(x) \geq v_{k}(x)$, then

$$
u(x)=\sup _{d \in D}\left[\Lambda\left(u(x)-s_{0}(x, d)\right)+s_{0}(x, d)\right] \geqslant \sup _{d \in D}\left[\Lambda\left(v_{k}(x)-s_{0}(x, d)\right)+s_{0}(x, d)\right]==v_{k+1}(x)
$$

By the same token, it is shown by induction that $u(x) \geq v_{n}(x)$ for all $n$ : consequently $u(x) \geq v(x)$.

Theorem 4. $v(x)$ is the least function such that the function $g(x, d)=v(x)-s_{0}(x, d)$ is excessive (i.e. $\Lambda g(x, d)=g(x, d)$ ).

Proof. 1) If $\Lambda\left(v\left(x_{0}\right)-s_{0}\left(x_{0}, d_{0}\right)\right)>v\left(x_{0}\right)-s_{0}\left(x_{0}, d_{0}\right)$ for some pair $\left(x_{0}, d_{0}\right)$, then

$$
\begin{gathered}
v\left(x_{0}\right)=\sup _{d \in D}\left[\Lambda\left(v\left(x_{0}\right)-s_{0}\left(x_{0}, d\right)\right)+s_{0}\left(x_{0}, d\right)\right] \\
\geqslant \Lambda\left(v\left(x_{0}\right)-s_{0}\left(x_{0}, d_{0}\right)\right)+s_{0}\left(x_{0}, d_{0}\right)>v\left(x_{0}\right)-s_{0}\left(x_{0}, d_{0}\right)+s_{0}\left(x_{0}, d_{0}\right)=v\left(x_{0}\right) .
\end{gathered}
$$

2) If the function $u(x)-s_{0}(x, d)$ is excessive, then

$$
\sup \left[\Lambda\left(u(x)-s_{0}(x, d)\right)-s_{0}(x, d)\right]=\sup \left[u(x)-s_{0}(x, d)+s_{0}(x, d)\right]=u(x),
$$

and, according to Theorem $3, u(x) \geq v(x)$.
Theorem 5. For any probability measure $p$ on $E$ and for any $\epsilon>0$, there exists a ( $p, \epsilon$ )-optimal strategy.
(9) The question of $\overline{\mathscr{B}}$-measurability of a cost function and the validity of equation (10) for random discrete variables was posed by David Blackwell [3] and solved by R. E. Strauch [4].

Proof. We change all the functions $v_{n}(x), n=0,1,2, \cdots$, and $v(x)$ on a set of $p$-measure 0 so that they become Borel, and separate $E$ into sets $E_{n}=\left\{x: v_{n}(x)\right\rangle$ $v(x)-\epsilon / 2\}$. Let $G_{0}=E_{0}$ and $G_{n}=E_{n} \backslash E_{n-1}$. Choose $d_{0}=d_{0}(x)$ to be a Borel function of $x$ such that

$$
s_{n}\left(x, d_{0}(x)\right)+s_{0}\left(x, d_{0}(x)\right)>v_{n}(x)-\frac{\varepsilon}{2(2 n+1)} \quad p \text {-a.s. on } G_{n},
$$

and proceed as is described in the second part of the proof of Theorem 2, choosing an $\epsilon / 2$-optimal strategy in class $\Pi_{n}$ if we go out of the set $G_{n}$.

Remark. According to our formulation of the problem, in controlling the process we have the right to use the information on all the preceding history of the process. However, as is seen from Theorems 2 and 5 , it is automatically sufficient for ( $p, \epsilon$ )optimal control to have the information on where we got out of ( $x_{0}$ ) from, what process we observe at the present moment $\left(d_{k}\right)$, the number of transitions ( $k$ ) already made, and also the information necessary for optimal stopping (as a rule, this is settled by knowledge of the current state ( $x_{i}$ ); for details see [2]).

## §5. Example

The process $X^{d}$ is a diffusion process on the segment $E=\left[r_{1}, r_{2}\right]$, with absorption at the boundary, and given in the interior of the segment by the equation

$$
d x_{i}=a\left(x_{t}, d\right) d t+d w_{t},
$$

where $w_{t}$ is a standard Wiener process. The set $D$ is finite, and the function $a(x, d)$ is continuous in $x$ for each $d$. Our purpose is to maximize the value of

$$
v_{\pi}(x)=M_{x}^{\pi} \sum_{k} \int_{\tau_{k}}^{\tau_{k+1}} f\left(x_{t}, d_{k}\right) d t
$$

where the function $f(x, d)$ is nonnegative and continuous in $x$, and $f\left(r_{i^{\prime}}, d\right)=0$ (by the same token $v_{\pi}(x)=M_{x}^{\pi} \int_{0}^{\zeta} f\left(x_{t^{\prime}} d_{t}\right) d t$, where $\zeta$ is the moment of exit to the boundary of the segment $\left[r_{1}, r_{2}\right]$, and $d_{t}=d_{k}$ for $\tau_{k} \leq t<r_{k+1}$ ). According to Theorem 13.16 of [1], for each $d$

$$
\frac{1}{2} s_{0}^{\prime \prime}(x, d)+a(x, d) s_{11}^{\prime}(x, d)+f(x, d)=0, \quad s_{0}\left(r_{i}, d\right)=0
$$

(the differentiation is carried out with respect to $x$ ). Let $u(x)$ be a solution of the equation

$$
\begin{equation*}
\frac{1}{2} u^{\prime \prime}(x)+\max _{d \in D}\left[a(x, d) u^{\prime}(x)+f(x, d)\right]=0, \quad u\left(r_{i}\right)=0 . \tag{11}
\end{equation*}
$$

Then for the function $h(x, d)=u(x)-s_{0}(x, d)$ we have, for each $d$,

$$
\frac{1}{2} \cdot h^{\prime \prime}(x, d)+a(x, d) h^{\prime}(x, d) \leqslant 0, \quad h\left(r_{i}, d\right)=0,
$$

i.e. the function ( $x, d$ ) is excessive (this follows trivially from Theorems 15.9 and 13.16 in [1]); therefore, according to Theorem 4, $u(x) \geq u(x)$.

We shall separate $\left[r_{1} r_{2}\right]$ into sets $A^{d}$ such that for $x \in A^{d_{0}}$

$$
\max _{d}\left[a(x, d) u^{\prime}(x)+f(x, d)\right]=a\left(x, d_{0}\right) u^{\prime}(x)+f\left(x, d_{0}\right)
$$

(each $A^{d}$ is the union of not more than a countable number of segments). We cover all the boundary points of all the $A^{d}$ by intervals of common length $l$; the union of these intervals will be denoted by $J_{l}$. Let the strategy $\pi$ consist of the following: at the moment $t=0$ we choose $d_{0}$ so that $x_{0} \in A^{d_{0}}$, and subsequently, having observed the process $X^{d_{k}}$, we stop at the moment $\tau_{k+1}$ of the first (after $\tau_{k}$ ) exit from the set $A^{d_{k}} \cup J_{l}$ and switch to a $d_{k+1}$ such that $x_{\tau_{k+1}} \in A^{d_{k+1}}(k=0,1,2, \ldots)$. After making some simple but rather tedious estimates, we can show that for any $\epsilon>0$ we have $v_{\pi}(x) \geq u(x)-\epsilon$ for sufficiently small $l$. By the same token we show that $u(x)=$ $\nu(x)$, i.e. the solution of equation (11) is a cost function.

## §6. Concluding remarks

1) The requirement that the transition function of the process $X^{d}$ be a $\hat{C}$-function (see 2.C) can be discarded; this is not reflected in the results but follows nontrivially from the proof of Lemma 1.a).
2) All the results of this article can be placed without difficulty in a more general situation:
a) all the processes $X^{d}$ have a (common) cut-off moment $\zeta=\zeta(\omega)$ satisfying the condition $P_{x}\{\zeta>0\}=1, x \in E$ (i.e. the process $X^{d}$ is normal);
b) as a price function we obtain the functional

$$
r(\pi, \omega)=\sum_{k=0}^{\infty} \int_{\tau_{k}}^{\tau_{k+1}} e^{-\varphi_{t_{\gamma}} d_{k}}(d t),
$$

where $\phi_{t}$ is an additive, homogeneous, finite, continuous, nonnegative, perfect functional, and $P_{x}\left\{\phi_{0}=0\right\}=1, x \in E$. Here we must assume that $s_{0}(x, d)=M_{x}^{d} \int_{0}^{\infty} e^{\phi_{t}} \gamma^{d}(d t)$, and in all the formulas and reasoning we must replace the term "excessive function" by the term " ( $\alpha, \zeta)$-excessive function", i.e. an excessive function for a standard $\alpha$-subprocess (terminating) of the Markov process $\left\{x_{t}, \zeta \pi_{t^{\prime}} P_{x}^{d}\right\}$, where $\alpha_{t}=e^{-\phi_{t}}$ is a multiplicative functional.

This work was completed under the guidance of A. N. Širjaev, to whom the author is grateful.
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[^3]
[^0]:    AMS 1970 subject classifications. Primary 60G40, 62L15, 49C15, 60J25, 93E20; Secondary 60 J 60.
    (1) We shall systematically make use of the definitions and notation of the monograph [1].

[^1]:    (2) Here $\sigma(D)$ is the $\sigma$-algebra of Borel sets of $D$.
    (3) Here $D k=D \times D \times \cdots \times D$ ( $k$ factors).
    (4) Here $\sigma[0, \infty]$ is the $\sigma$-algebra of Borel sets on the halfline.
    (5) If the process starts at the point $x$ and we apply the strategy $\pi$, then by the same token there is generated in $\Omega$ some measure (the process corresponding to this measure of course will not in general be Markov). The mathematical expectation with respect to this measure will be denoted by $M_{x}^{\pi}$.

[^2]:    ${ }^{(6)}$ Namely, this requirement on the class $\mathscr{L}$ forces us to include in it not only Borel functions but also $\mathscr{A}$-functions. If we did not make use of the technique of $\mathscr{A}$-sets, we would be able to prove all the results for countable sets $D$ only.
    (7) In [2] this theorem is proved with the additional assumption that the function $g(x, d)$ is almost Borel in $x$, so that in order for us to drop this assumption, we need to deal with some insignificant technical difficulties.

[^3]:    * Editor's note. All page references to [6] are to the Russian 1968 edition.

