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Abstract

We describe recent work on a variant of a distance
labeling problem in graphs, called theforbidden-set
labeling problem. Given a graphG = (V, E), we wish
to assign labelsL(x) to vertices and edges ofG so
that given{L(x) | x ∈ X} for any X ⊂ V ∪ E and
L(u), L(v) for u, v ∈ V , we can decide if a property
holds in the graphG \ X, or compute a value like
the distance betweenu, v in G \ X. The problem is
motivated by routing in networks where some nodes or
edges may fail, or where nodes may decide to route on
paths avoiding some ‘forbidden’ set of nodes or edges.

Keywords: Planar graphs, connectivity, forbidden-
set routing, labeling schemes, compact routing.

1 Introduction

Routing is one of the basic functions in a network,
and there is a large body of work on how to efficiently
route data on shortest, or approximately shortest paths.
Routers have only a limited amount of storage space,
so the goal of routing with minimal storage space in
each router is an important one.

In this paper we study a variant of shortest-path
routing called forbidden-set routing, originally intro-
duced by Feigenbaum et al. [6] in the context of find-
ing stable routes in networks of autonomous systems,

and later studied by Twigg [13] and Courcelle et al. [4]
in the context of compact routing. The problem is
motivated by routing in networks of autonomous sys-
tems such as the Internet, where nodes (representing
routers) can independently set ‘routing policies’, as-
signing costs to paths and so making the shortest path
not necessarily the most desirable. Indeed, a policy
may specify that nodeu wishes to use paths avoiding
a setX ⊂ V , while v wishes to use paths avoiding
Y ⊂ V . In this case we have the forbidden-set routing
problem.

2 Background

The idea ofcompact routinghas proved to be ex-
tremely useful in achieving the goal of low memory
requirements for shortest path routing. The underlying
idea is due to Santoro and Khatib [9] who described
how to assign labels to nodes so that given only the
labels foru, v, one can determine quickly if they are
adjacent. A compact routing scheme allows one to re-
trieve from the labels foru andv, the distanced(u, v)
and the next-hop on the shortest path tov. A scheme
having short labels therefore imposes only small mem-
ory requirements on routers.

Many results on compact routing have been ob-
tained, including optimal label sizes for various fami-
lies of n-vertex graphs. For trees, Gavoille et al. [7]
have given an optimal distance labeling scheme us-
ing Θ(log2 n) bits per label. For general graphs, it is



known that labels of sizeΩ(n) bits are required for
exact distances. For stretch-3 distances, Thorup and
Zwick [12] have given an almost-optimal scheme us-
ing roughly

√
n bits per label up to poly-logarithmic

facators.

For planar graphs, the situation is much better –
Thorup [11] has given a scheme usingO(ǫ−1 log2 n)
bits per label that routes on paths of stretch(1 + ǫ) for
everyǫ > 0. This has been extended by Gavoille et
al. [1] to graphs excluding a fixed minor, and simpli-
fied for undirected graphs by Klein [8].

Feigenbaum et al. [6] studied a ‘subjective’ model
of routing where each nodeu has a cost functioncu

that assigns costs to vertices, and the cost of a path
P from u is the sum of the costs onP using cu(·).
Motivated by the fact that the current Internet routing
algorithm (BGP) tries to construct a tree rooted at each
destination, they studied the feasibility of constructing
such trees given different cost functions.

A treeT is said to bestableif no nodeu in T can
change its parent so that it has a cheaper path to the
root (usingcu) without creating a cycle. The motiva-
tion for using stable trees is that, without incentive to
route on a suboptimal path, a node will always choose
the best available path. They showed that even if the
costscu(·) are in{0, 1} (so-calledforbidden-set costs
since given a setX ⊂ V , one setscu(v) = 1 if v ∈ X
and0 otherwise), then it is NP-complete to decide if
there exists a collection of trees, exactly one rooted at
each destination, which are stable.

The memory requirements of using routing trees are
quite high– to store for each destination the parent
node in that tree usesO(n) bits per node, and it is not
clear if this can be compressed. Twigg [13] showed
that we can do better if we relax the assumption of us-
ing stable routing trees– in fact, there exists a compact
routing protocol for tree-width-k graphs that routes on
lowest-cost paths using forbidden-set costs using la-
bels of sizeO(k2 log n). Furthermore, this protocol
always routes data on lowest-cost paths, regardless of
whether there exists a collection of stable trees for the
given cost functions.

In this paper, we describe the formulation of the
forbidden-set routing problem, give some known re-
sults and show how to solve a version of the problem
on planar graphs, answering an open question in [13].

2.1 Definition

Let F be a family of graphs, andP be a graph prop-
erty defined on vertex pairs of a graph ofF. For ex-
ample,adjacencycan be defined usingP (u, v, H) =
{1} if uv ∈ E(H) and {0} otherwise, andcon-
nectivity can be defined usingP (u, v, H) = {1}
if u, v are in the same connected component ofH
and {0} otherwise. Distancecan be defined using
P (u, v, H) = {dH(u, v)}, and α-approximate dis-
tanceas P (u, v, H) = [dH(u, v), αdH(u, v)]. The
propertyP can also be a set of vertices, for example
ashortest-path routinglabeling can be defined using

P (u, v, H) = {w ∈ NH(u) | dH(w, v) < dH(u, v)}

whereNH(u) is the set of neighbors ofu in the graph
H (and similarly for approximate shortest path rout-
ing).

Observe thatP (u, v, H) is formally described as a
set in order to capture in the same definition a wide
variety of values including booleans, sets of vertices,
or a range of values (say for distance approximation).
This saves us from requiring a specific definition for a
specific type of value.

Definition 1 A pair (L, f) is a forbidden-setP -
labelingof sizek for F if for everyG = (V, E) ∈ F

1. ∀x ∈ V ∪E, L(x, G) is a binary string of length
6 k

2. ∀u, v ∈ V, X ⊆ V ∪ E, we have

f(L(u, G), L(v, G), L(X, G)) ∈ P (u, v, G \ X)

whereL(X, G) = {L(x, G) | x ∈ X}.

L is called thelabeling, f the decoder, and X the
forbidden-set.

An important feature of our problem is that the la-
belsL(·) must be computed by preprocessing the in-
put graphG without the knowledge of the forbidden
setX. The labeling must therefore encode the neces-
sary structure of the graph required to answer a query
involving any forbidden setX. This generalized the
classicalP -labeling problem in the sense that it corre-
sponds to the caseX = ∅.



Our goal is to design, for a given familyF and a
propertyP , some efficient and compact forbidden-set
P -labeling schemes, i.e., a labeling scheme using short
labels whose labeling can be computed efficiently. In-
tuitively, the label length is a measure of how much
information must be transmitted to a vertex in order to
update its local data-structure supporting queries for
propertyP . For most practical applications a poly-
logarithmic label length (inn) is desirable.

3 Related results

It is easy to see that by storing the adjacency matrix
of G in each label, we can obtain a forbidden-setP -
labeling scheme for all fixed propertiesP and family
F of n-vertex graphs usingO(n2)-bit labels.

If the propertyP can be formulated in monadic
second-order logic (such as adjacency and connectiv-
ity), a result of Courcelle et al. [5] gives labels of size
O(log n) bits for graphs of bounded clique-width. The
notion of clique-width is more general than tree-width,
since any graph of bounded tree-width has bounded
clique-width, but not the other way round (cliques
have clique-width 2 but unbounded tree-width). How-
ever, the hidden constant in the asymptotic result is
a tower of exponentials whose depth depends on the
logical formula, and so for even simple properties and
small clique-width the bound is huge and impractical.

Twigg [13] showed that for tree-widthk graphs, we
can solve connectivity usingO(k2 log n) bits and dis-
tance and shortest paths usingO(k2 log2 n) bits per
label. This was extended by Courcelle et al. [4] to
graphs of multiple clique-width, a variant generalizing
both clique-width and tree-width (in the sense that the
multiple clique-width of a graph is always at most a
constant factor larger than both its clique-width and
tree-width). For graphs of clique-widthk, they get
forbidden-set distance labels of sizeO(k2 log2 n) bits.

TakingX = ∅ gives the same lower bounds as for
distance labeling. Hence for stretch-3 distances in gen-
eral graphs we have anΩ(

√
n) bits lower bound [12]

and for planar graphs, anΩ(n1/3) bound for exact dis-
tances due to Gavoille et al. [7]. Twigg [13] gave an
Ω(k log(n/k)) lower bound for any forbidden-set con-
nectivity scheme that can detect all separators of size
at mostk, i.e. onk-connected graphs.

4 Trees

As an introduction, we shall describe how to con-
struct forbidden-set labelings for trees. These results
are already known [13]. However, this construction
will illustrate the flavour of the problems. Assume that
F is the family ofn-vertex trees1, and thatP is defined
by, for all verticesu, v and forestH:

P (u, v, H) =

{

{1} if u, v are in the same tree ofH
{0} otherwise.

The question is to design a compact forbidden-setP -
labeling scheme forF. For such propertyP , called
connectivity, we shall give a solution withO()-bit la-
bels. This can be extended to forbidden-set distance
labeling in trees withO(log2 n)-bit labels. By the
lower bounds for connectivity and distance labeling on
trees [7], these bounds are tight.

The solution uses the following nearest common an-
cestor (NCA) labeling result.

Lemma 1 (Alstrup et al. [2]) Every n-vertex rooted
tree has a labeling of its vertices withO(log n)-bit
labels such that the label of the nearest-common an-
cestor between any two vertexu, v can be extracted in
constant time from the labels ofu and ofv only.

So, let us fix a treeT ∈ F. We root the tree
at an arbitrary vertex, and subdivide each edge by
adding a new degree-2 vertex. This forms a tree
T ′ with 2n − 1 vertices. We denote byℓ(u) the
label assigned by the above NCA-labeling onT ′

(Lemma 1), and bynca(ℓ(u), ℓ(v)) the label of the
nearest-common ancestor betweenu andv in T ′. Note
thatnca(ℓ(u), ℓ(v)) is the label of a vertex ofT (and
not an edge).

For everyx ∈ V (T ) ∪ E(T ), the label ofx just
consists inℓ(x) which is of sizeO(log n). For every
subgraphX of T , the decoder simply checks whether
there exists at least one vertex or edgex of X that
is on the path betweenu andv in T ′. Observe that
x corresponds to a vertex ofT ′. More precisely, we
return{0} (i.e.,u andv are not in the same connected
component inT \X) if and only if there exists a label

1This can be extended to forests by adding alog n bit field to
each vertex label indicating its tree.



ℓ(x) of X such that:

nca(ℓ(u), ℓ(v)) = nca(nca(ℓ(u), ℓ(v)), ℓ(x)) and

[ℓ(x) = nca(ℓ(x), ℓ(u)) or ℓ(x) = nca(ℓ(x), ℓ(v))].

For distances, we can augment the labelsℓ(u) with
labels from a distance labeling scheme for trees, such
as the one given by Gavoille et al. [7] withO(log2 n)
bits per label. The decoder returnsdG\X(u, v) =
dG(u, v) if u, v are connected in the forestG \X, and
infinity otherwise.

5 Planar graphs

In this part we ask the same questionP , i.e., con-
nectivity, for the familyF of n-vertex planar graphs.
We aim at solving the problem with optimalO(log n)-
bit labels. To simplify the presentation, we shall give
a simple solution for forbidden edge-set for all planar
graphs, and then for arbitrary edge/vertex forbidden-
set for 3-connected planar graphs, the general case
combines NCA-labeling and is more technical.

5.1 Connectivity with forbidden edges

The key observation is the following simple fact
about planar graphs. Given a planar graphG and an
embedding ofG in the plane, we construct its dualG∗

by interchanging vertices and faces, and for each edge
e of G we have exactly one edge ofG∗ between the
two faces ofG on either side ofe.

Fact 2 A set of edges is a cut set inG iff their corre-
sponding edges in the dualG∗ form a cycle.

The idea is to associate with each edgee of G the
coordinates of both endpoints of the corresponding
edge in the dual. We then check whetherX encircle
u but v. For that, we can count the parity of the num-
ber intersection between a segment fromu to v and all
the polygons inX.

More precisely, we construct a planar graphM with
4 types of vertices. The graphM is built from G and
from its dualG∗ (cf. Fig. 1). So we assume thatG
and its dual are drawn on the same picture in the usual
way (plot a vertex ofG∗ in the corresponding face of

v

u

Figure 2. Removing two edges from G (dotted
line), disconnecting u from v.

G). The vertices ofG are type-V vertices, and the ver-
tices ofG∗ are type-F vertices. We then subdivide each
edge ofG with a degree-2 vertex (it forms type-E ver-
tices). The type-E vertices are actually the intersection
between edges ofG and ofG∗. Finally, the new seg-
ments linking type-E vertices to type-F are subdivided
into degree-2 vertices, called type-EF vertices.

The graphM is planar, simple (no loops and multi-
edges) and has at most3|E(G)| + n + f < 12n ver-
tices (by Euler’s formulan + f − e = 2). A result
of Schnyder [10] then implies thatM has a F́ary em-
bedding (a straight line drawing) in an12n×12n grid.
Then, we associate with each edgee of G the coordi-
nates of at most five vertices: the vertices correspond-
ing to the edgee (the degree-2 vertex of type-E), its
two adjacent type-EF vertices, and the next type-F ver-
tices (there are 1 or 2 such vertices sincee belongs to
one (in which case it is a bridge) or two faces ofG).
See Fig. 2 for an example. The labels contain at most
10 log(12n) bits.

Given the labels ofu, v and edges inX, we check
that the graph formed by the collection of edges inX
(and their associated 5 points) contains a cycle sepa-
ratingu, v, i.e. u, v lie on different faces. This can be
done in time polynomial in|X| using the planar point
location scheme of Arya et al. [3].

5.2 Connectivity with forbidden vertices

Let G0 be any3-connected planar graphs withn0

vertices, and letX0 ⊆ V (G0) ∪ E(G0) be any for-
bidden set containing a mixture of vertices and edges.
Observe that removing an edge ofG0 is equivalent in
removing a node the graphG obtained fromG0 by
subdividing every edge by adding a degree-2 vertex.



(c)(b)(a)

Figure 1. (a) a planar graph G; (b) G and its dual G∗ (with loops and multi-edges); (c) the simple
planar graph M and its four types of vertices.

Therefore we shall assume that the input graph is a
planar graphG with n = O(n0) vertices, and that
X ⊂ V (G).

We construct fromG a planar graphM , which is
similar in spirit to the dualG∗. For a facef , denote
by border(f) the sequence of vertices encountered by
traversing the border off . (If a facef contains a cut
vertexu, thenu appears twice inborder(f), and for a
treeborder(f) is an Euler tour.)

For each facef , we add a vertex inf (as inG∗)
and add an edge between this vertex and each vertex in
border(f) (with corresponding multiplicity). Each of
these new edges is subdivided with a degree-2 vertex
to ensure that the resulting graph is simple.

The graphM is planar and triangulated (each face is
a triangle). It has at most2n0 + e0 + f0 vertices where
e0 andf0 are the number of edges and faces of any
embedding ofG0. By Euler’s formulan0+f0 = 2+e0,
and thus|V (M)| = n0 +2e0 +2 6 n+2(3n0 − 6)+
2 < 7n0. A result of Schnyder [10] implies thatM has
a straight-line embedding in a grid of size7n0 × 7n0.

Ignoring the degree-2 vertices used to subdivide
edges betweenf andborder(f), there are two other
kinds of vertices inM : the original vertices ofG and
the face vertices.

Let us define now the following labeling problem,
calledcommon-face labeling: label the vertices ofM
such that given the label of any two non-face ver-
tices u, v, return the setF (u, v) of coordinates of
the face-vertices that are connected (at distance 2 via
the degree-2 vertices) to bothu and v, and also the
connecting degree-2 vertices. Due to the structure

of M , each setF (u, v) is either empty,{(x, y)}, or
{(x, y), (x′, y′)} depending whetheru andv lie on 0,
1, or 2 faces ofG′ becauseG was3-connected.

Let us assume that the common-face labeling can
be solved withO(log n)-bit labels (we show later how
to do this), and letKu be the label of such a scheme
given to a vertexu.

For every vertexu of M , denote byp(u) ∈ R
2 its

grid coordinates inM . Given two pointsa andb of
R

2, denote by[a, b] the segment (straight-line edge) in
R

2 betweena andb.

We label eachu ∈ V (G) by the pair(p(u), Ku).
Given a setX of vertices, define thebarrier bar(X) of
X as the set of points{p(u) | u ∈ X} plus the subset
of edges(u, f) of M such that∃v ∈ X and a face
f ∈ M such thatu, v sharef , i.e.

bar(X) =

(

⋃

u∈X

p(u)

)

∪







⋃

u,v∈X

q∈F (u,v)

[p(u), q] ∪ [q, p(v)]







We can then use the following fact, which is similar
to the cycle-cut duality:

Fact 3 For a set of verticesX ⊂ V (G), verticesu
andv are in the same connected component ofG \ X
if and only if the pointsp(u) andp(v) are in the same
connected component ofR

2 \ bar(X).

Clearly, given the set of labels of all the vertices
of X, one can computebar(X), in particular by the
use of sub-labelsKu. This computation takes a time
polynomial in|X|. The test “u, v are in the same com-
ponent ofR2 \ bar(X)”, oncebar(X) is determined,
can be also done in polynomial time in|X|.



5.2.1 Common-face labeling

It remains to solve now the problem of deciding when
two vertices lie on the same face. Here is a solution.
We construct two graphs fromG: G1 andG2.

The graphG1 is constructed fromG by adding a
vertex in each face (called face-vertex) connected to
all the vertices around the face, and by removing all
the edges ofG. We observe that two vertices ofG lie
on the same face iff there are at distance two inG1,
becauseG1 is bipartite and one part correspond to the
face-vertex. We orient each edge ofG1 according to a
3-orientation (as in Schnyder’s scheme [10]). This is
possible sinceG1 is clearly planar. Let us denote by
pi(u) thei-th out-neighbor ofu in G1, i 6 3 (note that
pi(u) may not exist).

The graphG2 has vertex-setV (G) and we add an
edge between any two distinct vertexu, v if there is
a face-vertexf in G1 such thatu = pi(f) andv =
pj(f) for somei, j 6 3. Again, G2 is planar, since
roughly speakingG2 is similar toG where each face
is replaced by a triangle. Let us denote byqi(u) the
i-th out-neighbor ofu in G2, i 6 3 (note thatpi(u)
may not exist).

A vertexu of G stores in its label the verticespi(u),
qi(u), andpj(pi(u)) for all i, j 6 3, that is15 integers
in [1, O(n)]. Two verticesu, v lie on the same face iff
there arei, j 6 3 such that:

• qi(u) = v or qi(v) = u; or
• pi(u) = pj(v); or
• pj(pi(u)) = v or pj(pi(v)) = u.

We can therefore construct the subgraph of the com-
mon face graph induced byX, and test if it contains a
cycle that separatesu andv.

6 Conclusion and Open problems

We have anO(log n)-bit forbidden-set labeling
scheme for connectivity, for graphs of bounded clique-
width (a side result of [4]) and for planar graphs.
It would be good to have an efficient forbidden-set
α-approximate distance labeling scheme for planar
graphs using a poly-logarithmic number bits per label.
The only lower bounds we know for this problem are
those forexactdistance labeling, i.e.,Ω(n1/3) for pla-
nar graphs.
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