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Abstract. This work presents a unified theory of recursive program schemes, context-free gram-
mars, grammars on arbitrary algebraic structures and, in fact, recursive definitions of all kind by
means of regular systems. The equivalences of regular systems associated with either all their
solutions or their least solutions (in all domains of appropriate type satisfying a set of algebraic
laws expressed by equations) are systematically investigated and characterized (in some cases) in
terms of system transformations by folding, unfolding and rewriting according to the equational
algebraic laws. Grammars are better characterized in terms of polynomial systems which are
regular systems involving the operation of set union, and the same questions are raised for them.
We also examine conditions insuring the uniqueness of the solution of a regular or of a polynomial
system. This theory applies to grammars of many kinds which generate trees, graphs, etc. We
formulate some classical transformations of context-free grammars in terms of correct transforma-
tions which only use folding, unfolding and algebraic laws and we immediately obtain their
correctness.
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A lot of good music remains
to be written in C major.
A. Schoenberg

0. Introduction

Recursive program schemes, context-free grammars, context-free tree-grammars,
graph grammars of certain types, and more generally all forms of mutually recursive
definitions can be encompassed within the concept of a regular system.

Such systems have been introduced under various names in [30, 35, 36, 37, 39,
48, 54, 83]. They provide a common framework for studying recursive program
schemes, either applicative [25, 29, 31, 32, 55] or imperative [35, 46] and for
context-free grammars generating words, trees, arbitrary objects (along the lines of
[73]). But we felt that many fundamental questions concerning them had not been
enough investigated.

0.1. All solutions of a regular system

One of the central ideas of this work is the investigation of the set of all solutions
of a regular system as well as of its least solution. Least solutions (as opposed to
sets of solutions) have been investigated quite in depth for the following reasons.
When one writes a context-free grammar, one is interested in the tuple of languages
generated by the nonterminals (by means of rewritings) which coincides with the
least sblution of the grammar considered as a regular system (see [51, 78] and Section
2.8). This fact applies to many types of grammars (generating trees, graphs, etc.)
and can be used as a foundation stone for the general concept of a grammar over
an arbitrary F-magma (i.e., F-algebra), as shown in [73] (see Definition 16.1 below).
Another reason is that the function computed by a recursive definition (by means
of some precisely defined operational semantics) is the least solution (over some
well-chosen domain) of the corresponding equation (see [4, 81, 82]). Whence the
importance of least solutions for the semantics of programming languages formalized
in the framework of denotational semantics [80] or that of recursive program schemes
([46, 55, 81], among many others).

This leads us to define two equivalence relations on the set of regular systems
having the same set of unknowns. S= S’ iff § and S’ have the same set of solutions
in every domain and S~ S’ iff S and S’ have the same least solution in every
w-complete domain. In fact we shall refine these equivalences into ~4 (and ~)
by letting & be a set of equations corresponding to the algebraic laws assumed in
the domains. We shall try to get syntactical characterizations of these equivalence
relations. In the presence of equations, these equivalences become undecidable as
one can guess immediately. But as in the case of program schemes, we shall be
more interested by transformation rules for regular systems than by decidability
results (which may be of exponential complexity when they exist).

The reader may question the introduction of the equivalence relation =~ ¢ since,
at first sight, only ~4 seems to be of interest in computer science. The motivation
comes from the consideration of program transformations. When programs are
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expressed as systems of recursive equations, transformations by unfolding, folding
and rewriting according to the algebraic laws (expressed as equations) are very natural
and useful. This applies to context-free grammars as well, although nearly nothing
appears in print on this subject. Unfortunately, these transformations are not always
correct. To be more precise, if S is transformed into S’ in such a way, there are
three possibilities:

(i) S’ and S have the same solutions, whence they have the same least solution,

(ii) every solution of S is a solution of S’ (but not conversely), but S and §’
have the same least solution,

(iii) the same holds but the least solution of S’ is strictly smaller than that of S.
Few works have been devoted to the correctness issue, i.e., to the problem of drawing
the border between cases (i)-(ii) and case (iii) [25, 63, 64].

On the other hand, when manipulating recursive program schemes and context-
free grammars, one frequently uses transformations of type (i) above (see for instance
[8, Theorem 1.7]), but their theory has never been made (to the author’s knowledge).
We shall provide a very simple syntactical condition ensuring the preservation of
all solutions (see Section 4), which is much simpler than the ones of [25, 63, 64]
ensuring the preservation of the least solution. We shall say that a transformation
rule is =¢-correct if it preserves the set of all solutions, and that it is ~&-correct if
it preserves the least solution of the system to which it applies, whenever the domain
satisfies the set of equations €. We shall introduce a collection of transformation
rules and determine for each whether it is =g-correct or ~ g-correct.

A natural question is then the completeness of a set I of transformation rules
known to be 7n-correct for some equivalence 7 (i.e., is it true that, for every S, S’
such that SnS’, the system S can be transformed into S’ by a finite sequence of
transformations in 7).

We shall obtain very few completeness results and mostly when & =@.

0.2. Polynomial systems

By a polynomial system we mean a regular system written with a set of base
functions containing the binary symbol +. These systems are always solved in
powerset algebras. The equation systems investigated in [73] are of this type.

They provide a convenient way to investigate context-free grammars. Many basic
results concerning context-free grammars can be established for polynomial systems,
and they are immediately applicable to grammars generating trees, graphs, whatever
you want, provided the appropriate algebraic structure is given. We shall provide
examples in Section 16.

Since + is interpreted in a fixed way, some equations concerning it and the other
functions are always satisfied: associativity, idempotence, distributivity, etc. Let &
be this set. Hence, a polynomial system solved in (M) where M satisfies € can
be considered as a regular system solved in some M’ satisfying €U @ (provided &
satisfies some linearity conditions). We shall see that, in many cases, the theory of
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polynomial systems modulo & reduces to the theory of regular systems modulo
@ U &. But some (probably difficult) questions remain open. Finally, we shall provide
a uniform presentation for several classical ‘iterative’ algorithms: computation of
the set of nonterminals of a context-free grammar which generate no word, of those
which generate the empty word, of those of an 10-context-free tree grammar which
generate no tree. To this list we also add the noncircularity test for attribute grammars
since we can consider an attribute grammar as a graph grammar which generates
the usual dependency graphs.

0.3. Applications to context-free grammars

Most books on context-free grammars establish the theorem of Ginsburg and
Rice [51] saying that the language generated by a nonterminal is equal to the
corresponding component of the least solution (in the set of languages) of the
(polynomial) system associated with the grammar. But they rarely use it afterwards.
Most proofs use inductions on the length of derivations. Actually, they repeat in a
more or less hidden way the proof of the theorem of Ginsburg and Rice.

Hence, we prefer to base proofs (for instance the correctness proof of the classical
transformation which eliminates e-rules in context free grammars) on the fixed-point
characterization of context-free languages rather than on the classical characteri-
zation based on derivation sequences. This approach tends to unify manipulations
of programs and manipulations of grammars.

In particular, we formulate the classical transformations of reduction, elimination
of chain- and e-rules, Chomsky-normal form in terms of our basic, correct transfor-
mations of polynomial systems. This establishes also their correctness.

We also consider the unicity of solutions of polynomial systems. As an application
of general results we give necessary and sufficient conditions for the unicity of the
solution in (X ™) or #(X*) of a context-free grammar (considered as a polynomial
system).

1. Preliminaries

We review the basic concepts, fix our notations and state a few lemmas. We first
precise a few mathematical notations.

We denote by N the set of nonnegative integers and by N, the set of positive
ones. We denote by [n] the interval {1,2,3,..., n} for n=0 (with [0]=0).

For sets A and B we denote by A— B the set {ac A|a# B}.

The domain of a partial mapping f: A~ B is denoted by Dom( f). The restriction
of f to a subset A’ of A is denoted by f| A'.

If f is a mapping B">C and g,,..., g, are mappings A™ > B, we denote
by fo(g,...,8) the mapping h:A™->C such that h(ay,...,a,) =
f(giay,...,a,),...,8:(ay,...,am)).
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The set of total mappings A- B is denoted by [A - B]. The cardinality of a set
A is denoted by Card(A).
The powerset of A is denoted by 2?(A).

1.1. Terms, trees, magmas

The notations are mostly those of [26, 28]. As in many previous works we shall
use the term F-magma for what is usually called an F-algebra.

We quickly list the corresponding notations:

e F denotes a ranked alphabet with rank function p: F>N;,

o F,={fe F|p(f)=i}; an element of F, is called a constant,

o X={x;,%X,,...,%n,...} 15 a set of variables (of arity 0) and X, ={x,,..., x};
alternative sets of variables will be U, Y, U,, Yi,

* M=(M, (fwy.r) denotes an F-magma with domain M, (the reader should note
the typographical distinction between an F-magma M and its domain M this
distinction will be kept in all magmas to be defined below),

e M(F, X) denotes the free F-magma generated by X, with domain M(F, X),
considered as a set of terms (and sometimes of trees),

e ty: M*-> M is the mapping defined by ¢ if ¢ is a term defined by the context as
an element of M(F, X;) (some elements of X, may have no occurrence in t),

* M/~ denotes the quotient F-magma when ~ is a congruence on M.

The general notation for terms is with prefixed function symbols, commas and
parentheses. The parentheses surrounding the argument are omitted in examples in
the case of a unary function symbol. Some binary symbols denoting associative
functions will be infixed. So a typical example is x+ f(x, gy)+ h(x, ggx, y) where
p(h)=3, p(f)=p(+)=2, p(g)=1.

The set of subterms of a term ¢ in M(F, X)) is defined as follows:

{t} ifte FyulX,
Subterm(t) = {{t} U Subterm(f,) U+ - - U Subterm(z,) if t=£(t,, ..., ).

A subterm t' of ¢ is proper if t'# t.

The length of a term ¢ in M(F, X) is the integer |¢| equal to the number of
occurrences of symbols of Fu X in the linear writing of ¢ or the number of nodes
of the tree representing t. If Y < Fu X, then |t|y denotes the number of occurrences
of symbols from Y in ¢

Let Z < X. The set of variables from Z occurring in ¢ is denoted by Var,(¢). The
notation Var(?) is used when Z = X or is known from the context.

A term t is Z-linear if every x in Z has at most one occurrence in t. As above,
the prefix Z is omitted if no ambiguity can arise.

If GS F and T< M(F, X), we denote by G(T) the set of terms of the form
fty,....t) for k=0, feGNnF,t,..., treT.
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1.2. Substitutions

Lett, t;,..., %€ M(F, X). We denote by t[t,/x,,..., ti/xJorby t[t;/x;;1<i<
k], or by t[t,,..., ] if the context clearly defines the sequence x,, ..., x,, the
result of the simultaneous substitution of f; for all occurrences of x; in t.

There are two extensions of this operation to sets of trees, whose algebraic
properties have been investigated in [45]. The first one is

ALA/ %, A xd={tlt/x, .. t/x]lte A e A, .. e A,
10

where A, A,,..., A< M(F, X).
The second one is defined in several steps:

AL A/ x, o A ]=U{tT A/xy, ..., A/ x ]| te A},

A ift=x,
{t} ifte Fbu(X—-Xy),
t(EIAl/xl""’A"/xk]: {f(ula“-aun)'uiEIi[Al/xls”-’Ak/xk]alsisn}
o1

ift=f(t,,...,t,).
One has
AE)A1/X1,---,Ak/xk]EACEAl/xl,---,Ak/xk]
1 1

and the inclusion may be strict.

Let Y be a set of variables. We denote by Ctxt(F, Y) the set of terms in
M(F, Y U {x}) having exactly one occurrence of x. The variable x is any variable
not in FuU Y. An element ¢ of Ctxt(F, Y) is called a context and, if te M(F, YY),
then c[] denotes the term c[#/x]. It is clear that the precise variable x used in the
definition of Ctxt(F, Y) is irrelevant.

In a few cases we shall also use substitutions of the form t{ty/y1,--., t/yi] where
Y1, ..., Yx are pairwise distinct elements of X U F,, i.e., we shall substitute terms
for constants and not only for variables.

Finally, the word ‘substitution’ also refers to the mapping 0: M(F, X,)»> M(F, Y)
associated withalist ¢,, .. ., t, of elements of M(F, Y) by 6(¢) = t[t,/x,, .. . , U/ xi ]

1.3. Rewriting systems

The basic results can be found in [59, 61].

A rewriting system is a subset R of M(F, X)x M(F, X). With R is associated a
rewriting relation >r on M(F, Y) (where Y is any set of variables, not necessarily
disjoint from X) defined by ¢ > ¢’ if and only if

L= C[r[tl/xl9 seey tk/xk]],

t'= C[r'[tl/x1 sy tk/xk]]a
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for some (r,r’) in R, some t,,..., 4 in M(F,Y), some ¢ in Ctxt(F, Y) (with r,
r'e M(F, Xi)).

We shall say that R is ground if R has no variables, i.e., if k=0 or if R has
variables that will not be subject to substitution. We shall frequently use U to denote
such a set of variables and we shall define such a ground rewriting system R as a
subset of M(FuU U)XxM(Fu U). (Here M(Fu U) denotes the same set as
M(F, U) but with U merged into the set of function symbols F and not distinguished
as a set of variables.)

A term t is R-irreducible if t >xt' for no t'. If t >% t' and ¢ is R-irreducible,
then t' is a R-normal form of t.

The property of confluence insures that every term t has at most one R-normal
form: R is confluent if, for all ¢, ¢t,, t, such that ¢t >% ¢, and t >} 1,, there exists a
t; such that t, >% t; and t, > % ;. This property can be established by means of the
concept of critical pair (it is a bit technical and we shall not recall it; see [59]).

We now recall some definitions concerning termination, which allow to prove
that a term has at least one normal form.

Let < be a partial order on M(F, Y). A rewriting system R is compatible with <
(or is <-compatible) if, for all ¢, t' in M(F,Y), t >xt' implies ' <t (where <
denotes the strict partial order associated with <). If < is well-founded, i.e., if there
is no infinite decreasing sequence t,>1t,>--->1t,>--- then - is Noetherian
(i.e., has no infinite chains of rewritings). If R is Noetherian, then every term has
at least one R-normal form. If R is Noetherian and confluent, then every term ¢
has a unique R-normal form denoted by nfg(t).

A rewriting system R is right-irreducible if, for every pair (s,¢) in R, t is R-
irreducible. It is left-irreducible if, for every pair (s, t) in R, s is irreducible w.r.t.
R —{(s, 1)}. It is proper if it is both left- and right-irreducible. Let us mention that
a ground rewriting system is left-irreducible iff it has no critical pair. From the proofs
of [59, Lemmas 2.5 and 3.1] one can easily extract the following lemma.

1.1. Lemma. Let R be a rewriting system which is ground and left-irreducible. For all
t, t,, t, such thatt > gty and t > g t,, if t, # t,, there exists t; such that t, >r t; and
t, > g t;. Hence, R is confluent.

Métivier has proved the following results [72, Theorem 7 and Corollary 9).

1.2. Propesition. (1) Every confluent and Noetherian rewriting system R can be trans-
formed into a proper confluent and Noetherian system R’ such that nf . = nf  (whence
R and R’ generate the same congruence).

(2) There exists at most one rewriting system which is proper, confluent, compatible
with some fixed well-founded ordering and which generates some given congruence.

An obvious corollary of Lemma 1.1 and Proposition 1.2(2) is the following.

1.3. Corollary. There exists at most one ground rewriting system which is proper, is
compatible with some fixed well-founded ordering and which generates some given
congruence.
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1.4. Equational classes of F-magmas

Let € be an arbitrary class of F-magmas. We write €=t = ¢ for ¢, t' in M(F, X;)
if ty=tm for all M in €. Given a subset € of M(F, X)x M(F, X), we denote by
¥ (&) the variety defined by &, i.e., the class of all F-magmas M such that ty = 1)y
for all (¢, ') in &, (and we denote by ¥" = ¥'(9) the class of all F-magmas). We write
gE=t=1t for V(€)=t=1. We denote by < the rewriting relation -, associated
with R={(t, '), (¢, t)|t=1"is an equation of &} (the double arrow is used to
emphasize the symmetry of this relation).

The following basic result is a syntactical characterization of the semantical
equivalence associated with &

1.4. Lemma (Birkhoff [9]). €Ft=1¢ iff t o %1

1.5. w-complete F-magmas

An w-complete F-magma is an object M =(M, Ly, <n, (fa)rer), Where <y is a
partial order on M with least element Ly,, which is w-complete (the least upper
bound of a countable directed set D exists and is denoted by Sup(D)) and such
that, for all f in F, fy; belongs to (M*Y) > M) (i.e., is monotone and w-continuous).

There is a free w-complete F-magma generated by a set X, denoted by MG (F, X)
whose .domain consists of infinite trees (see [25, 26, 54]).

We quickly recall one possible construction of M(F, X). We denote by M, (F, X)
the Fu{2}-magma M(Fu {2}, X), where (2 is a new constant (the notation
emphasizes its special role). An order on My (F, X) is defined by

t<t' iff t'et[ Mo(F,X)/Q]
(0]}

(i.e., if ¢’ is the result of the Ol-substitution of terms for occurrences of {2 in ¢
(different terms can be substituted for distinct occurrences of (2)).

The set MS(F, X) of infinite trees can be formally defined as the ideal completion
of Mo(F, X) w.rt. < (see [31, 32, 33, 56, 69, 84]). We shall only need the following
facts:

(1) Mu(F, X)< Mg(F, X).

(2) M3(F, X) is w-complete w.r.t. < and its least element is (2.

(3) Every element of M5(F, X) is the least upper bound of an increasing sequence
in M,(F, X).

(4) For every s in My(F, X), for every increasing sequence (1,),-n in M5(F, X),
s <Sup(t,) iff s<t, for some n.

The F-operations on M g( F, X) are the extensions by continuity of the correspond-
ing operations on Mg (F, X). This turns M3(F, X) into an w-complete F-magma,
which is the free w-complete F-magma generated by X.

Here is another aspect of this result. A tree ¢ in M(F, X,) defines a monotone
and w-continuous mapping ty: M* > M for every w-complete F-magma M by

tm=Sup{sy|s € Mo (F, X,), s<t}.

In the definition of sy, one takes L, as the value of £2.
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Finally, substitutions extend to infinite trees by
tolty/ Xy, v, tn/Xn]
= Sup{sols1/X1, .., Sn/ %1 S0s- .., 5, € Ma(F, X),s;<t fori=0,...,n}
and the fundamental property is
tolti/ X1, s /X Im=tom° (tims - -+ 5 L)

(see [26] for more details).

1.6. Equational classes of w-complete F-magmas

For every subset & of M,(F, X)X Mq(F, X) (considered as a set of equations),
we denote by 7“(%) the class of all w-complete F-magmas which satisfy & (i.e.,
which belong to ¥(€)) and by ¥ the class ¥V"“(f}). We denote by €=t=1¢' the
semantical equivalence associated with a class € < 7 by the following conditions:

(1) tteMZ(F X,) forsome k,
(2) M= Im forallMin 4.

We use the notation € =, for ¥“(%)F. Hence, if €< ¥ and t or t' (or both) is
not finite, the notation € t=1tis meaningful only if €< ¥“. If € is a set of
equations, the notation €=t =1t"is meaningless if ¢ or t' is infinite. Note that if ¢
and t' are finite €=t =1t implies € =, t = t' but the converse does not necessarily
hold (see [25]).

We recall from [31, 32, 56] the syntactical characterization of this equivalence. It
uses a sequence of definitions.

A preorder on My (F, X;) is defined by

1<%t iff t{egu<)*r.
This preorder is extended to MG(F, X;) by

t <gt' iff forallsin Mg(F, X)) such thats< t, there exists s'in Mo (F, X;)
such that s'<t and s <

And finally, for ¢, t'e MG(F, X,.):
gt iff =< gt andt\gt

The following result is analogous to Lemma 1.4.
1.5. Lemma. Lett, t'e MG(F, X;). Then E=, t=1t" iff t =41t

The relation =g is a congruence, hence, the quotient F-magma M3 (F, X)/=¢ is
a natural object to consider. Unfortunately, it is not w-complete in general; it is not
the free w-complete F-magma satisfying &. But such a free object exists and is
Mg = [MQ( F, X)/=%]", where =% is the equivalence relation associated with the
preorder <% and [M]”™ denotes the ideal completion of M (see [31, 32, 33, 56] for
more details). We only recall that if h: M3 (F, X) > Mg is the canonical homomorph-
ism, then h(t) < h(t') (respectively h(t) = h(t")) iff t <y’ (respectively t =4 t').
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1.7. Commutation lemmas for rewriting relations

We conclude this section with a few technical results concerning rewriting systems
that will be needed in Sections 3, 4 and 6.

We say that a rewriting system R € M(F, X)X M(F, X) is left-linear (respectively
right-linear) if for all (s, t) in R the term s is linear (respectively the term ¢ is linear).
It is linear if it is both left- and right-linear. It is balanced if |s|, =|t|, for all (s, t)
in R, all x in X.

Let F and X be as above and U be a finite set of constants disjoint from F. In
the following lemmas we shall assume that R is a finite rewriting system on M(F, X)
and that S and S’ are finite ground rewriting systems on M(F u U) such that S,
S'c UXM(F, U).

1.6. Lemma. Let us assume that R is left-linear. Let t, t', se€ M(F, U) be such that
t>%sandt->3t, for somep, m=1. There exist s' in M(F, U) and p’ =0 such that
s >™s and t' »% s'. Furthermore, p'<p if R is right-linear, and p'=p if R is
right-linear and balanced.

Proof. The lemma is proved by induction on m (for all ¢, s, ¢’ and p). It is clear
that the proof reduces to the case m =1. And we do this proof by induction on p.
Once again the only interesting case is p=1. So let t=c[r[t,,..., t]], t'=
c[r'[t,...,t]] for some (r, ") in R with r, r' in M(F, X,). The consideration of
t > s yields two cases.

Case 1: s=c[r[t,,..., t]] with ¢ > ¢’ and then one takes s’ = c'[r'[t,,..., &]].

Case 2: s=c[r[t;,...,t], ..., t]] with t; > s t; for some i If p’ is the number of
occurrences of x; in 7', it is clear that t' »% s', where s'=c[r[t;,..., t}, ..., &]].

If furthermore R is right-linear (respectively right-linear and balanced), then, in
Case 2, one has p’<1 (respectively p’'=1). The result follows by induction. [l

1.7. Lemma. If R is right-linear, then, for all t, t' in M(F, U), t >%_g t' iff there
exists s in M(F, U) such that t >%¥s->% ¢

Proof. One proves by induction on m thatif ¢ > % ' and this sequence of rewritings
uses m steps of the form >, then t >% s >3 ' for some s in M(F, U).

The case m =0 is trivial.

For m> 0, one can assume by induction that t >¥1, > t,>¥ t; >% ' t’. Since
R7!is left-linear, Lemma 1.6 can be applied to ¢, t,, t; and yields the existence of
s such that t, >¥ s >x t;. Hence, t > % s >} t' as desired. [

1.8. Lemma. Let us assume that S U S’ is left-irreducible.
(1) Forallt, t,,t, in M(F,U), ift >gt, and t > t,, either t, = t, or there exists
ssuch thatt, >g s and t, >gs.

(2) Forallt, t' in M(F,U), t>%_s-1t' iff there exists s such that t >% s and
s>%a¢,
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Proof. Part (1) is an easy extension of Lemma 1.1. Part (2) is an easy consequence
of part (1) by means of classical arrow-chasing. [

1.9. Lemma. Let us assume that S S’ is left-irreducible and that R is linear. For all
t, t'in M(F, U), t(>guU->gu g<)*t' iff there exist s and s’ in M(F, U) such that
t>¥s->%s et

Proof. We prove by induction on m that, if t >%_r_ s t' with m steps of the form
- g, then there exist s and s’ such that t >¥ s > % s’ ¥« ¢

The case m =0 is an immediate consequence of Lemma 1.8.

For m >0 and by induction, one can assume that

* * m—1 *

st h—FR>hb—75>104

t
By Lemma 1.7 there exists a ¢} such that
h— 2 b

By Lemma 1.8 there exists an s such that t >% s < ¢}, hence, we have

y _m *
‘,h-—
s~ b — 1.

By Lemma 1.6 there exists an s’ such that s >% s’ < t,. Hence, s and s’ are as
desired. [

2. Regular systems

We define regular systems and some relations between them. We present the basic
examples of regular systems: recursive applicative program schemes and context-free
grammars.

2.1. Definitions of regular systems

Let F be a finite ranked alphabet, let U be a finite set of variables.

A regular system S over F with set of unknowns U is a sequence of equations of
the form u =1t with u in U and t in M(F, U) and such that for each u in U there
is one and only one equation with left-hand side u. The set of unknowns of S is
denoted by Unk(S). It is equivalent to define S as a set of equations as above and
to assume that Unk(S) is linearly ordered.

We shall also use the latter definition, and in order to avoid the necessity of
defining each time the order on Unk(S) we shall assume that Unk(S) is always a
subset of some fixed infinite set of unknowns % which is linearly ordered in a fixed
way. Another technical assumption will be made in the construction that precedes
Lemma 12.9. The set Unk(S) inherits a linear order from % in an obvious way.
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All our definitions and theorems will be formulated with respect to a regular
system S which will always be of the general form (u; = t,; 1 < i< n) with Unk(S) =
{u, Uz, . .-, Uy} (ordered in this way) and € M(F, Unk(S)) for all i

We shall refer to F as the base alphabet and to u; = t; as the equation defining u;.
Let U be a finite subset of 4. If u—> 1, is a mapping associating ¢, in M(F, U) with
u in U, we can form a regular system S’ =(u=1,;u € U). And U is linearly ordered
as a subset of .

As we are dealing with syntax, we immediately define special types of regular
systems.

A system S (as above) is uniform if t;c F(Unk(S)) for all i; it is quasi-uniform
if ¢, F(Unk(S))uUnk(S) for all i; it satisfies the Greibach condition (or is a
Greibach system) if t;,e F(M(F, Unk(S))) for all i

If §' is another system, then S’ is a subsystem of S (denoted by S'<c S) if
Unk(S’) < Unk(S) and if every equation of S’ is an equation of S. If U’'< Unk(S)
we denote by S| U’ the set of equations (u;=t;;u;€ U’). It is not necessarily a
subsystem of S. But we can always consider it as a regular system over Fu U~ U’,
with set of unknowns U'.

2.2. Solutions

Let S be a regular system. Let M be an F-magma. A solution of S in M is an
n-tuple m=(my,...,m,) in M" such that m;= t;;s(m) forall i=1,..., n. We shall
also write this as m = Sy,(m) by letting Sy : M" > M" denote the target-tupling of
tim, - - - > tnm (1€, Sm(m) = (tym(m), ..., tym(m)).

We shall denote by Soly(S) the set of all solutions of S in M (this set may be
empty).

Let now M be an w-complete F-magma. Every regular system S has a least
solution in M denoted by u-Sely(S) and classically characterized by

p-Solp(S) = Sup(Sm(Lm))

i=0

as a consequence of the Fix-point Lemma (see [65] on various aspects of this lemma).

2.3. Eguivalences of regular systems

Let J be an arbitrary class of F-magmas. Let S be a regular system. We define
an equivalence relation on M (F, Unk(S)) by letting

t=gqgt" iff ty(m)=1ty(m) for all M in T and for all m in Soly(S).
If § and S’ are two regular systems with the same set of unknowns we let
=5 S iff Soly(S)< Soly(S’) forall Min I
iff t=g4t' for every equation (¢, t') of S'.
S=48" iff Soly(S)=Soly(S’) forall Min 7, i.e.,
it S=5S5 and §' =4S
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If ={M]}, the subscript 7 is replaced by M. If J = ¥(&) for some set of
equations &, the subscript J is replaced by & If 7=V (= V(0)) the subscript T
is omitted. Analogous definitions can be given for w-complete magmas and least
solutions.

Let < ¥“ and ¢, t', S, and S’ be as above. Then,

t ~sgt’ iff tp(u-Soly(S)) =ty u-Soly(S)) forallMin
S<58 iff pu-Soly(S)eSoly(S')
(whence u-Solpy(S') <pm u-Soly(S)) forallMin T
iff ¢t ~54t for every equation (¢, t') of S,
S~g8 iff u-Soly(S)=pu-Soly(S’) forall M in 7, i.e.,
iff S<5S8 and §'<48S.
As above we shall replace the subscript 7 by M, &, or we shall omit it if 7= {M},

T =YV“(&)or T = V“(= V*(0)), respectively. We shall mainly use the last two cases.
The following facts are clear (where & is a set of equations):

(231) t =se t lmphes ! ~SE t,,
(2.3.2) S =4 S’ implies S <¢ S/,
(2.33) S =4 §' implies S~ 5.

Similar implications hold when € is replaced by M, where M e 7.

2.4. Remarks on terminology and notations

The term ‘regular system’ has been used in [26] to designate regular systems in
the sense of Section 1.1 which are uniform. The regular systems of this paper would
be called “extended regular systems with finite right-hand sides” in the terminology
of [26]. (We are sorry for that, but we think the present terminology is more
appropriate than the one of [26] for this paper.) They have been introduced and
investigated in [36-39, 45, 75] (“systems of regular equations”), and in [24] (allowing
infinitely many equations).

Finally, as a mnemonic hint to notations, the reader should note that ~ and its
modifications refer to all solutions of regular systems (in unordered F-magmas)
whereas ~ refers to their least solutions in w-complete F-magmas.

2.5. Renamings

Let S=(u;=t;;ic[n]) and S’ be another regular system. We say that §’ is a
renaming of S if there exists a bijection a:Unk(S)-> Unk(S’) such that S'=
(a(u)=t[a(u)/u;;1<j<n];ie[n]). We write this S'= a(S). If a is monotone,
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i.e., if a(w;) has rank i in Unk(S’), then Soly(S)==Sol\(S') and wu-Soly(S)=
w-Soly(S’) for all M in ¥ .(or in V).

Note that we do not write S~ S’ and S~ §', since in Section 2.3 we require that
S and S’ have the same unknowns. The reason is that we want to express = and
~ as sequences of transformations of systems which preserve the sets of unknowns
(see Sections 4 and 6). This restriction in the definitions of =~ and ~ (and of =g,
~g, =g, Sg) is not a loss of generality since, for any two systems S and S’ with
the same number of unknowns and such that Soly(S) =Sol\(S’) forallMin I<c ¥
(respectively u-Soly(S)= u-Sely(S') with M in ¥“) there exists a monotone
renaming « such that «(S) =5 S’ (respectively a(S) ~4 S’) (a similar property can
be stated for =4 and <g). Hence, we do not lose anything by restricting our
definitions of =4, ~ g, etc. to pairs of systems with same sets of unknowns. It is
also to have easier formulated (and more concrete) system transformations that we
use explicit unknowns (with names, e.g., u, v, w, u;, uj,...) and not just integers
as, for instance, in [42] and all the subsequent papers on iterative theories.

2.6. Singular unknowns

In regular systems we allow equations of the form u =u’ and even of the form
u = u. Here are a few technical definitions to deal with these equations.

For u, u' in Unk(S) we write u > u' if u=u' is an equation of S.

An unknown u is singular if u >* u. It is powersingular if u >* v for some singular
unknown v. We denote by Sing(S) and by Psing(S) the sets of singular and
powersingular unknowns of S.

Finally, we let ys be the binary relation on Unk(S) such that uysu'iff u >* v and
u' >* p for some v in Sing(S). If u, u' € Psing(S) and uysu’' does not hold, we say
that u and u’ are independent. The reason is that a solution of S can be constructed
where u and u’ have distinct values (see the proof of Proposition 3.2(1) below).
Otherwise, if uysu’, then u and u’ have the same value for every solution of S, i.e.,
u=gu'.

If u is powersingular, then its value in the least solution of S in every w-complete
F-magma M is Ly. We write this u ~g {2, where {2 is the special constant always
denoting the least element of an w-complete magma (see Section 1.5). Hence, u ~g u’
for every u, u’ in Psing(S) (whereas u =g u’ if and only if uysu’ for u, u’ in Psing(S)).
This will be proved in Proposition 5.14.

2.7. Recursive applicative program schemes as regular systems

We only present an example. A more detailed treatment will be given in
Section 9.

A typical example of a recursive applicative program scheme is the pair (I, t),
where X is the system of equations

8(x;, x3) = f(x,, 0(x, Y¥(x,, X1))),
U(xy, x3) = g(f(xz, x3), ¥(x,, x5)),
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defining two functions 6 and ¢ by mutual recursion and where 1= 0(x,, ¥(x,, x,)).
This term plays the role of the ‘main program’ written in terms of auxiliary recursively
defined functions 8 and .

Every w-complete F-magma D (where F = {f, g}) can be considered as an interpre-
tation for (2, t) and a function tp: DX D— D can be associated with (2, t) and D.
There are several ways to define #,. One of them consists in solving X in D, i.e., in
finding the least pair (6p, ¥p) of continuous functions: D x D~ D which satisfies
3 (where fp, gp give meaning to f, g) in an obvious way. This approach has been
investigated at length in various works ([25, 26, 29-32, 34, 55, 56]).

Solving & in D corresponds exactly to solving the regular system S with unknowns
6, ¥ and consisting of the following two equations:

0 = comp(j; 771 > comp(ea T2, comp(‘/’a T2, 771))),
‘l] = comp(g9 comp(f; M2, 772)3 d’))

in the w-complete H-magma M, where H = {comp, f, g, m,, m,} with p(comp)=3,
p(f)=p(g)=p(m)=p(m,)=0 and such that:

e M=(DxD- D) (the set of w-continuous functions: Dx D~ D),

* fm=Jp,

®* 8m=8b,

* gim is the ith projection DxD-» D, i=1, 2,

e compy(a, B, Y)=ac(B,y) fora, B, y in (DX D- D).

It can be shown that (0, ¥p) = u-Soly(S).

Such program schemes have been investigated in the above cited works as systems
of algebraic equations (like ') rather than as systems of regular equations (like S).

In S, the base functions of X and the recursively defined ones are treated as
objects (i.e., as elements of the domain where S is solved) and their composition
is made explicit by means of the base function comp. The variables disappear and
are replaced by constants, denoting projection functions. The composition of func-
tions is used in X of course, but as a syntactic construction.

A system like X is certainly more readable than the corresponding regular system
S. It is close to real ALGoL or Lisp procedure definitions. A system like S is close
to an FP-program [3].

The main advantage of regular systems is that their theory is easier than that of
algebraic systems, and more general since it applies also to context-free grammars
of words, trees, and graphs as the present paper will show. It also applies to
higher-type recursion as shown in [37, 39, 48] and to imperative program schemes
[26, 35].

Not all existing results on recursive applicative program schemes can be con-
veniently presented in terms of regular systems, at least at first look (e.g., [7, 22,
25]) and the formalism of algebraic systems remains necessary, but the most one
can do with regular systems the better it is.
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2.8. Context-free grammars as regular systems

A context-free grammar is usually defined as a triple G =(N, T, P) consisting of
two finite disjoint alphabets N (nonterminal symbols) and T (terminal symbols)
and a finite subset P of N x (N u T)* called the set of production rules. By using
P as a rewriting system, one defines L(G, u) the language generated by G from the
nonterminal symbol u (and L(G, u) c T*).

It is also classical to associate with G the system of equations Sg =(u=p, ;ue N),
where p, is a term (we shall say a polynomial in Sections 10-17) in M(F, N) defined
as follows.

We let F={+,.,¢ 2} U T, where +, . are binary and all its other elements are
nullary. The infix notation will be used for + and . and, since they will denote
associative operations, parentheses will be omitted. Then we let P, =
{we(NUT)*|(u,w)e P}. If P,=0, then p,={. Otherwise, p,=w,+-- -+ w,,
where P, ={w,,..., w,} and w— w is the mapping (N u T)*-> M(F, N) such that

E—>E.

a,a,...q—>a,.a,.4;.° " *.aq;

2

where a,,...,a.e Nu T. Without loss of generality we can assume that N =
{uy,...,u,t and is ordered in this way.
Let M be the F-magma with domain % (T%*), such that + denotes the set union,
denotes the product of languages, £2 denotes @, £ denotes {¢} and a denotes {a}
for all a in T. Ordered by set inclusion, M is w-complete and by a result of Ginsburg
and Rice [51] ([78] for another proof) the least solution of S; in M is the n-tuple
of languages (L(G, 4;));c[n-

The system Sg is regular over F. The concatenation of words is explicitly intro-
duced as the composition of functions was in Section 2.7. In Sections 10-18 we
shall investigate the class of polynomial systems which abstracts from systems like
Sc by working in an arbitrary powerset magma ?(M) instead of the specific one
P(T*) (see Section 10 for the definition of P(M)).

We conclude this chapter with some general definitions concerning transforma-
tions of regular systems.

2.9. Definitions: transformations of regular systems

By an equivalence of regular systems we mean an equivalence relation on the set
of regular systems such that any two equivalent systems have the same set of
unknowns. Examples of equivalences are =g and ~.

By a transformation we mean a binary relation 7 on the set of regular systems
which is semi-decidable, i.e., such that the set of pairs of systems (S, S') such that
S7§'is recursively enumerable. Typical examples are unf (the classical transformation
by unfolding, see Definition 4.1) and rewrg (consisting in transforming the right-hand
sides of a regular system by rewritings associated with &, see Definition 4.1).
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Let n be an equivalence of regular systems. A transformation 7 is n-correct if
TS 1, ie., if SnS’ whenever S7S’. A set of transformations 7 is n-correct if its
elements are n-correct. It is n-complete if n =%, i.e., if it is n-correct and if, for
S, S" such that S»S’, one has ST*S’, i.e., S= 85" or $7,8,7; * * - S7S’ for some k=0,
some systems S;,...,S;, and some 7,,..., 7 in J.

If 7 and 7" are two sets of transformations, we say that J is strictly less powerful
than J' (respectively has the same power as J') if T* < T'* (respectively if T* = J'*).

In the next sections we shall characterize the equivalences =4 and ~¢ and try
to find sets of transformations which are correct and complete w.r.t. them.

Our completeness results will be obtained by the definition of a mapping S— S,
(where 7 is some equivalence) such that

(1) 98,

(2) SnS’if and only if S, =S,

(3) ST*8S,.

We summarize conditions (1) and (2) by saying that S, is 7-canonical. (Actually
this notion refers to the mapping S—S,.)

2.1. Proposition. Let n be an equivalence of systems and J be a set of m-correct
transformations such that 7' < I* for each 7 in F. If S, is n-canonical and ST*S,,
for all S, then T is n-complete.

Proof. If SnS’, then S, =S5, and Sv\7 - - - 7S,7 -+ 77 'S’ for some 7,,..., 7,
!, ..., 71 in J. This easily yields S*S’. 0O

Remark. The renaming of unknowns of regular systems introduced in Section 2.5
is also a transformation, but is not n-correct since it modifies the sets of unknowns
(see the end of Section 2.5).

3. Comparing regular systems with respect to their full sets of solutions

In this section we characterize the relation =4 and we obtain a transformation
which is = ¢-complete. Other transformations will be investigated in the next section.
This characterization will deal with rewriting systems associated with S.

3.1. Definition. Let S be a regular system and &€ be a set of equations, €<
M(F, X)X M(F, X). Let U =Unk(S) (with X n U =@). We shall also denote by S
the ground rewriting system {(u;, ;)| 1< i< n} on M(Fu U). Note that the elements
of U are considered as constants and not as variables, as are those of X. Note that
S is left-irreducible.

We shall also use the ground systems S™'={(t;, u;})|1<i<n} and R(S) defined
as $”' minus the pairs (u, u) for u in U.
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We denote by « the relation »> 5 s-1on M(Fu U), by s ¢ therelation » 5 U &,
and by © ¢ the relation &5 <. (Note that the pairs of & use variables from
the set X (where X n U =0) hence, < is not a ground rewriting relation.)

3.2. Theorem. Let S and S’ be two regular systems over F having the same set of
unknowns U

(1) fort, ¢ in M(F,U), t =54t ifand only if t %4 1.

(2) S=¢S" ifand only if u %4 t' for every equation u=1' of S'.

Proof. (1) For every F-magma M, for every m=(m,, ... ,m,) in M", let M(m) be
the (Fu U)-magma (M, ()., {(m;),.c ). It is clear that m is a solution of S in M
iff M(m) satisfies S considered as a set of ground equations. Hence, t =54t iff
Su &k t=t". The result follows from Lemma 1.4.

For later reference, let us mention that the main step of the proof consists in the
construction of M(F, U)/ <% which belongs to ¥ (&) and where S has a solution.
See [6] for a more general use of this construction.

Part (2) follows from part (1) and fact (2.3.1) of Section 2.3. [

These characterizations raise questions of decidability when & is finite. We answer
them in the following proposition.

3.3. Proposition. (1) The properties t =g5t', S< S’, S~ S’ are decidable.
(2) The properties t ~s54t', S<¢S', S =4 S' are undecidable in general (even if €
has a decidable word problem).

Proof. (1) By Lemma 1.1, t &% ¢ iff t >%s and ' >% 5 for some s. By classical
techniques [16, 17, 50] one can construct a finite-state tree automaton recognizing
the tree-language L(S, t) ={we M(F, U)|t >% w} and similarly for L(S, t'). Hence,
one can test whether L(S, t) n L(S, t') #0, i.e., whether t &% ¢’. The decidability of
S = S’and S = §' follows from Theorem 3.2(2). Another proof that S = S’ is decidable
will be given below (Proposition 4.13).

(2) Let F consist of one binary function symbol “.” (for which infix notation
will be used), together with constants. Let & consist of the single equation expressing
that . is associative. It follows that M(F, U)/<¥% is the free semigroup generated
by Fou U.

The problem of deciding whether ¢ <>} 4 ¢' for a regular system S and two elements
t and ' of M(F, U) is exactly the word problem for a Thue system (on a free
semigroup X ) defined by a finite set of the form {(x, m,)|xe Y}, where Y X
and m, € X for all x in Y (the set U corresponds to Y, the set F, to X — Y, the
function “.”” to the concatenation of words). And this special case of the word
problem for Thue systems has been shown undecidable by Book[15]. Hence, t =g ¢’
is undecidable in general.

The last undecidability results follow from Lemma 3.4 below. []
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Our main interest is the investigation of the relations =45 and ~ 4. The relations
t=ggt and t ~5 gt are technical tools to help in this study (see Section 2.3) and
the following lemma shows that, vice versa, =g 5 can be characterized in terms of
=~ 4 (or Sg) and similarly for ~5 5.

3.4. Lemma. Let S be a regular system over F, let t, t'c¢ M(F,Unk(S)), and T < ¥.
Let u and u' be new unknowns, not in Unk(S). Let S'=Su{u=t,u'=t)and S"=Su
{u=tu'=1t).

(1) Thent=g4t iff ' =4 8" iff S'=55".

(2) If furthermore, T < V*, thent ~s 5t iff S'<58" if ' ~5S".

Proof. (1) Let us assume that t =54 t'. Let m be a solution of S’ in M for some M
in J. Its restriction to Unk(S) defines a solution of S, hence, ty(m) = ty(m) and
m is also a solution of S”. Similarly, any solution of §” in M is a solution of §'.
Hence, S'=5 8" and §' =45 S5".
Conversely, if §' =4 S", then any solution of S in M extends into a solution of
S’ which is also a solution of S” hence, such that #y(m) = t,y(m). Hence, t =54 1'.
Part (2) is proven with a similar argument. [

Proposition 3.3 leaves open the problem of finding conditions on «>% (or on &)
insuring that the word problem for SuU & is decidable (either for some given S or
for all possible ones). Lemma 1.9 with $'=S§, R=¢u €' may help to find such
conditions.

We now derive from Theorem 3.2 the definition of an = ¢-complete transformation.

3.5. Definition. Let eq¢ be the semidecidable relation on regular systems defined
as follows for S and S’, respectively of the form (u;=¢;;ie[n]) and (u; =t};ie[n]):

SeqeS' iff foralliin[n], ; o¥gtiand t, o g 1.

Note that this condition corresponds to saying that SuU & and S'U € generate
the same congruence on M(F, U) (see Example 4.15). And Lemma 1.9 simplifies
the expression of eqg if & is linear.

Part (2) of Theorem 3.2 immediately yields the following corollary.

3.6. Corollary. (1) S=¢S' iff Seqs S'.
(2) {eqg} is =g-complete.

Although having eqg is better than nothing, we are not fully satisfied with it since
it does not produce a sequence S,,...,S; of systems such that
S=gS, =¢Sy=g--=¢S; =¢S', where each step S->8§;, S,-S,, etc. .can be
considered as ‘elementary’. In other words eqg is too global.
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We shall try to find other transformation rules, based on the processes of folding,
unfolding and rewriting modulo €. Such transformations are commonly used in
manipulations of recursive programs [19, 25, 63] and of context-free grammars (see
Section 17). Hence, we think it to be important to study them at a theoretical level,
in particular because they are not always correct (see [25, 63, 64]), so that they must
be used with some caution.

3.7. Remark. The reader may ask what is the relation between t =g t'and t =gy, t’
for some fixed M in ¥ (&), say, for instance, M = M(F, X )/« %. Actually, the former
implies the latter but not conversely. Take for example S=(u=fu), t=u, t'=a
(where a is any constant), € =@. Then, t =g ¢’ since S has no solution in M(F, X).

The reason is that when there exists a homomorphism 4 : M~ M’, the image under
h of a solution of S in M is a solution of § in M, but S may have other solutions
in M'. Hence, t =gy t' does not imply 7 =gnt". This fact has also been noted by
Nelson [75].

4. Transformations by folding, unfolding and rewriting

Transformations of recursive programs by unfolding, folding and use of equations
expressing the algebraic properties of the considered interpretations have been used
by Burstall and Darlington [19]. But these transformations are not always correct,
i.e., the program obtained is not always equivalent to the original one. Hence, after
having used such a transformation, one must prove the equivalence of the program
thus obtained with the original one.

Alternatively, syntactical restrictions insuring the correctness can be defined
[25, 63, 64]. We shall apply these transformations to regular systems and define
syntactical restrictions insuring their =¢-correctness. A completeness result will be
proved when € =@ by means of the transformation of an arbitrary system into a
=-canonical equivalent one.

4.1. Definition. Let S and & be as in Definition 3.1 and let $'={u;=t;;1<i<n).
We introduce the following transformations (see Section 2.9 on system transforma-
tions in general):

SunfS’ iff foralliin[n], t;,>%t, (unfolding),

SfidS’ iff foralliin[n], t;,>¥%t! (folding),

SufidS’ iff foralliin[n], t; o¥t! (folding-unfolding),

Srewry S’ iff for all iin [n], t; &% t] (use of equational laws).

Finally, the use of laws can be mixed with unf, fid, ufld, in the following transforma-
tions:

Sunfe S’ iff foralliin[n], ;, >§¢ ¢,
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and similarly for fid¢ and ufld¢. Note that rewry < unfy < ufld¢ and that rewry <
fld; < uflds.

4.2. Example. Let S=(u=fu), S'=(u=ffu), and S"=(u=wu). It is clear that
Sunf S’ and that Sfid S”.
These examples show that unf ' ¢ fid and that fld"'  unf.

4.3. Proposition. (1) The transformation unfy is transitive.

(2) unfyg =unf.rewry if & is linear. _

(3) The classes {unf, rewre} and {unfg} have the same power if € is linear.
Proof. (1) If Sunfy S unfe S” with S'=(u;=t/;ie[n]) and S"=(u;,=1t!;ie[n)]),
then t,>%41t]>% 41t for all i=1,...,n Since u, »>¥41t], >5<—>%¢ hence,
t; >% ¢ t7. This shows that S unfy S".

Part (2) is an immediate consequence of Lemma 1.7.

Part (3) follows from parts (1) and (2). O

The following example shows that the results of Proposition 4.3 do not hold
for fld.

4.4. Example. We first show that fid is not transitive by considering
Sy =(u=ffu, v=_gfw, w=fu),
S,={u=fw, v=gfw, w=fu),
S;=(u=fw, v=_gu w=fu).

Hence, S, fid S, fid S5, but S, fild S; does not hold.

Let now €={fx=gfx} and S=(u=fu). Let S'=(u = gu) so that S fld¢ S’ since
fu o3 gfu s« gu. Itis easy to verify that SyS’ does not hold for any y in {fld, rewrg}*.
Hence, fid, 2 {fld, rewrs}* and {fldg} is strictly more powerful than {fld, rewrg}.

4.5. Proposition. The transformation ufldg is transitive.

The proof is similar to that of Proposition 4.3(1).
Next, we examine the = g-correctness of these transformations.

4.6. Proposition. (1) If Sufldg S’, then S ¢ S'.
(2) If Srewrg S', then S =4 S'.

Proof. (1) LetMe V'(&),let m=(m,,..., m,) € Soly(S). Since t; &% ¢ 1, tiy(m) =
tim(m) = m;, hence, m is a solution of S’ in M.

(2) Asfor (1), butsince S rewrg S’ implies S’ rewre S, one also has S’ < S, hence,
S =¢ S'. Od
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Example 4.2 shows that the inequality of Proposition 4.6(1) may be strict since
neither S= S’ nor $= 8" hold (this follows from Theorem 3.2).

We now define restrictions of the transformations unfy, fid¢, and ufld¢ which are
= g-correct. The main idea is to restrict ufld¢ into rufld¢ in such a way that

S rufidg S’ implies S'rufldy S

and this guarantees that S’ =¢ S as in the proof of Proposition 4.6(2).

4.7. Definition. Let S, S" and € be as in Definition 4.1. Let T be a nonempty subset
of [n] (the set of indices of the unknowns of S and S’) such that T # [n] We write
Srunfy” S’ if, for all i in [n], the following holds:

(1) if ie T, then t;=1;;

(2) if i¢ T, then t, >¥ ¢ t; where S| T={(w;, t;)|je T}.

In words, this means that S unf¢ S’ with the restriction that only the equations
of rank j, j& T, can be transformed and this by means of € and the remaining
equations (i.e., those with rank in T).

Similar definitions are given for rfid” and rufidy”’ with - sttte and ©g g
instead of > 7¢.

It is also convenient to write Srewrly S’ if Srewry S’ with t;=1¢ forall i in T.
Hence, rewrl’ cunfy”, id", ufidy”.

In some cases and especially in examples, the elements of U = Unk(S) have no
indices (i.e., Unk(S)={u, v, w}) and we shall use for T subsets of U instead of
subsets of [Card(U)], in an obvious way.

Finally, we let

Srunfg S’ if Srunfl’ S,
Srflde S if Srfidy S,
Srufidg S’ if Srufid’ S’

forsome T, and these transformations are called restricted unfolding, restricted folding,
and restricted folding-unfolding, respectively.

4.8. Proposition
(1) runfy’ =rfldy’ o
(2) runfy” = runf'" .rewry if € is linear,
(3) rAdL" =rewry".rld'D if € is linear,
(4) rufidY”’ = runf'" .rewry .rfld‘ " if & is linear;
(5) runfy”, rld", and rufldy" are transitive and rofldy”’ is symmetric.

Proof. (1) Let Srunf{” S'. Then, S| T=S"| T, hence, ¢, >S5 tiiff t; > %, ¢ (for
ieT).
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(2) Let S runfy” S'. We look for S” such that S runf'™ " rewr”’ S". If t, > ¥, 1.4 !,
then t,>% ¢t/ ©%t; by Lemma 1.7. Hence, the result follows with S"=
(y,=t!;1<isn)and t/=¢ if i€ T, t] as above if ig T.

Part (3) follows from parts (1) and (2) and the fact that rewry”’ is symmetric.

Part (4) is proved as part (2), by using Lemma 1.9.

Part (5) is proved by simple verification. []

Remark that runfy, rfld,, rufld; are not transitive and that rufld, is symmetric.
We now establish the =¢-correctness of these transformations.

4.9. Proposition. If Srufld; S’, then S =¢ S'.

Proof. By Proposition 4.6(1) and since rufldg is symmetric, S =¢ S’ and §'=¢ S.
Hence, S =¢S'. 0O

In other words, rewry and rufld¢ are =g-correct, whereas ufld¢ is not.
We now prove the =~-completeness of {rufld}.

4.10. Theorem. Let S and S’ be two regular systems. Then S= S’ iff S rufid* S'.

We shall prove this by defining a =-canonical system S. associated with S such
that Srufid* S_. The result will follow from Proposition 2.1. Some technical
definitions are needed.

4.11. Definition. Let us fix a linear order < on the set Unk(S) which is not necessarily
the same as the one of U (see Section 2.1). We extend it to a partial order on
M(F, U) by the following recursive definition:

<t
iff either ¢, t'e U and t< ' (w.r.t. the given order on Unk(S)),
orteU, t'g U,
ort=f(t;,..., L), t'=f(t1,...,th) and t;<t fori=1,...,n

4.12. Proposition. Let S be a regular system and < be a linear order on Unk(S).
There exists a unique regular system S such that S~ S_. and R(S.) is <-compatible
and left-irreducible. Hence, S is = -canonical.

Proof. We shall use some technical results proved in Appendix A.

Given S let = be the congruence «¥ on M(Fu U). It is F-coherent and
F-simplifiable by Proposition A.2. The regular system S. of Proposition A.7 is the
unique one such that R(S.) is left-irreducible, is <-compatible, and generates =
(i.e., such that S=S_.). Hence, we let S.=S..
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Since S.. is defined from <%, SL=S_ if S’ is another system such that &% and
% are the same, i.e., such that S'= S. Hence, S~ is =~-canonical. [

The last assertion of Proposition A.7 shows that if one uses another linear order
on Unk(S), say <’, the corresponding system S_ associated with S and <’ is just
a renaming of S. and hence, that the dependence of this construction upon < is
inessential.

Hence, from now on and for the sake of simplicity, we shall take for < the
restriction to Unk(S) of the order of %, ie., u;<u; iff i<}

4.13. Propesition. Let S be a regular system. One can effectively construct a sequence
of systems S,, ..., S,, such that

Srufid S;rufid S,--- S,, rufld S_.

Hence, the =-equivalence of regular systems is decidable.

Proof. First part. Let S =(u; =t;;1<i<n). Note that R(S) is <-compatible iff, for
all L jin [n], 4=u;=>j=1iff d(S)=0, where d(S) is the sum of the numbers I —j
such that 1<j<I<n and ¢, = u;. If d(S) =0, then there is nothing to do. Otherwise,
we shall construct a sequence of systems S;, S,,...,S; such that
Srufid* S, rufld* S, - - - rufld* S, d(S)>d(S;)> - ->d(S,)=0 (whence R(S,) is
<-compatible). Let j and [ be such that 1<j<I<n, t,=u;, j is minimal such that
there exists such an [

We first assume that ¢ # u;.

Let S’ and S” be the two systems with set of unknowns U and right-hand sides
t,, t!, 1<i<n such that

ti=ti=t fori#j i#l

n=ti=y

r__ " __
tJ—uI, tJ—“t je

jo
It follows that

S runf'” §" rfid? §',
where we write (j) for ({j}). This corresponds to the transformations of (..., u; =
byooosy=u;,...) into {..,u;=4,...,u=t,...) and then into (...,u=
u,...,u=1t,...) by a restricted unfolding followed by a restricted folding. Note
that $"=S' when ¢, = u,.

We show that d(S’) <d(S). This is clear if t;& U. Otherwise, let ¢ = u,,. By our
choice of j, we only have to consider the two cases m=1 and I> m>j for which
we have, respectively

d(s")=d(S)—(1-j),
d(S)=d(S)—(-j)+1-m=d(S)+j—-m,
so that d(S’) <d(S).
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If t;=u;, then we use the transformations
S rfid"” 5" runf" §’

so that S=(...,uj=u;,...,uy=u;...) becomes S"=(...,u;=u, ..., u=1u,...)
and then becomes S'=(...,uj=u,...,uy=u,...). It is clear that d(S')=
d(S)—-(I—-j)<d(S).

In both cases, S rufid® S’ and d(S’) <d(S). Hence, this transformation of § into
S’ can be repeated finitely many times in order to yield S, such that R(S;) is
<-compatible.

Second.part. We now have to construct a sequence of systems giving S, rufld* S._.
In order to simplify the notations we identify S, and S for the subsequent steps.

If R(S) is left-irreducible, there is nothing to do. Otherwise, there exists / and
j# 1in [n] such that ¢ is a subterm of 1,.

There are two cases. In the first case, ¢, # 4, (i.e., t; is a proper subterm of ;). We
let ¢ be the result of the substitution of u; for some occurrence of ¢ in f (i.e.,
L >res)t). Letting 8'=(u;=t};1<i<n) with t;=1 and t;=1¢ for i# I, we have
SrfidY’ §'. It is clear that R(S’) is still compatible with <. Furthermore ¢ <t, so
that (t1,..., t,)<(t,...,t,) (<isthe componentwise extension of <to M(F, U)").

Let us now assume that ¢, =. Without loss of generality, we can assume that
j<l Welet 8'=(u; =t};;1<i<n)be such that tj=u, tj=t for i #}.

Hence, S rld"” ', R(S’) is compatible with < since R(S) is so and ¢} < t,, hence,
(11, ..., t)<(ty,...,t,).

Hence, this transformation of § into S’ can be repeated finitely many times,
yielding a system S} such that R(S}) is compatible with < and left-irreducible.

Since we have only used restricted foldings and unfoldings, S} =~ S. By Proposition
4.12, S;. = S. . Hence, we have shown how to construct a sequence of transformations
giving Srufid* S.. O

Theorem 4.10 is then an immediate consequence of Propositions 2.11 and 4.13
and the fact that rufld is symmetric.
We now illustrate Proposition 4.13 with an example.

4.14. Example. The given system S and its successive modifications are displayed

in Table 1. The equations of a system that are not written are the same as in the

preceding one. The star * indicates the equation that is used to transform the system.
The system R(S,) is <-compatible and is obtained by

S runf® S, rfid” S} runf® S, runf $; fid” S; runf® S, rAd” S,.

The subsequent transformations eliminate the critical pairs in R(S,) (between
rules 1 and 2, and 5 and 6) by

S, rfld® S; rld” S, rfld® S, rfld® S;.

All cases of the construction of Proposition 4.13 have been used in this example.
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Table 1.
S S S5 S, $3 S, A
u=uy*
u, =f(ula u3)
Uy = U Uy = Uy uy=u,*
Uy = Uz * Uy= Uy
Us = Ug * Us=1u,
ug=f(uy, u;) *
U; = Us u;=ug* uy=flu;, u) *
S, Ss Ss S, Ss
u=u* Uy =1ty
uy = f(u,, u3) u=f(u,, u,) Uy = Uy Uy = Us Uy = Us
U3 = U,y U3 = Uy
Uy= Uy U, =uy
Us= Uy * Us = U
Ug= Uy * Ug = U,
u; = f(uy, uy) * u; = fluy, u,)

A natural question is then whether Theorem 4.10 extends to =~ and rufldg, i.e.,
whether {rufld¢} is ~g-complete. The answer is no, as shown by the following
example.

4.15. Example. Let S=(u=gu, v=f(u,v)) and §'=(u=gu, v="h(u, v)). Let &=
{f(gx, y) = h(x, f(x, y)), h(gx, y) =f(x, h(x, y))}. It is easy to verify that S eqg S":

flu,v) 2 fgu,v) 2 h(u, f(4,v)) = h(y,0)

and similarly f(u, v) ©% ¢ h(u, v).

We claim that Srufid] S’ does not hold. Let us assume that
Srufidg S; rufldg S, - - - Sx and consider the step S rufldy S, .

Since the first equation of S can be modified neither by &, nor by the second one
nor by itself, it remains unchanged in S;. The same argument applies to S,, S,, etc.
so that our initial assumption implies that f(u, v) &%z h(u, v), where R is the
(ground) rewriting system {u - gu}. In order to prove that this is impossible let us
consider the least subset M of M(F, U) such that

(1) f(g"u,v)eM forall n=0,
(2) f(g"ut), h(g"u,t)e M for all t in M and all n=0.

It is easy to verify that f(u, v)e M, h(u, v)¢ M, and t'e M whenever te€ M and
t &g g t'. Whence the result.



28 B. Courcelle

This example leaves the following open problem.
4.16. Problem. Find conditions on & insuring that {rufid¢} is =«-complete.

It is easy to verify (by an adaptation of the proof of Theorem 4.10) that equations
of the form f(x, y) = f(y, x) expressing the commutativity of binary operators satisfy
the completeness requirement of Problem 4.16. But the general situation remains
to be investigated.

We conclude this section with a technical result, that we include for the sake of
completeness.

4.17. Definition. Let S be a regular system and U = Unk(S). We define an increasing
sequence Upc U,c:-c U;c - -< U by letting

U=, Un=Uulye UltjEM(F, U)}.

The system S is recursion-free if U=\J{U;|i=0}. It is trivial if U = U,, i.e., if
the unknowns do not occur in the right-hand sides of the equations.

4.18. Proposition. (1) Let S be a regular system. The following properties are
equivalent:

(i) S is recursion-free,

(i) S runf* S for some trivial system S,

(iii) S unf S for some trivial system S,

(iv) S has at most one solution in every F-magma,

(v) S has one and only one solution in every F-magma.
The system S of (ii) and (iii) is uniquely defined.

(2) If S is a Greibach system, these properties are equivalent to:

(vi) S has at least one solution in every F-magma.

Proof. (i)=(ii): Let S be recursion-free but not trivial. Let h(S) = Card(U — U,)
so that h(S) > 0; hence, in particular, Card(U,) > 0.

Let S'=(u;=tj;1<i<n) be the system such that ¢/=1¢ if ;e U, and t/=
t{t,/u;;u;€ U ]if u; 2 U;. Hence, S runf " §’ and h(S’) = h(S)— Card(U,) < h(S).
Note also that S’ is recursion-free. This step can be iterated until one obtains a
trivial system S and one has S runf* S.

(ii)=>(iii): By Proposition 4.3(1) and Definition 4.7, this easily follows.

(iii)=>(iv): Itis clear that S has at most one solution in any F-magma M. Hence,
the same holds for S since Soly(S) < Soly(S) (by Proposition 4.6(1)).

The unicity of S follows since if §=(u;=1f;1<i<n), the n-tuple (§,..., 1) is
the solution of S (and of S) in M(F).

(iv)=>(i): If S is not recursion-free, one can define an F-magma M with domain
{a, b, b'} and two distinct solutions of Sin M. Onelets m=(m,,..., m,) withm;,=a
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if ;e U'=\J{U;|j=0} and m; =b if u; 2 U’, and one defines m’ similarly with b’
instead of b.
For defining M it suffices to take:

a ifk=0ord =d,=--=d,=a
Sm(dy,...,d)=<b ifdi=bforsomei=1,..., k
b’ if d;=b’ for some i and d;e{a, b'} for all j# i

b

(v)=(iv): This implication is trivial.

(ii)=>(v): This follows from Proposition 4.9 and the fact that S has one and only
one solution.

(2) Let S be a Greibach system.

(v)=(vi): This implication is trivial.

(vi)=>(i): If S is not recursion-free, there exists a rewriting sequence u; > t for
some u; in U, some ¢ in F(M(F, U)) having at least one occurrence of u;. Hence,
u; =gt. Hence, S cannot have any solution (m,,..., m,) in M(F) since one would
have for such a solution |m;|=|t{[m,/u,,..., m,/u,]|>|m,]|. Hence, (vi) does not
hold. (1

This result should not have surprised anybody accustomed to manipulating
context-free grammars and recursive program schemes. Its present formulation
includes in particular [75, Proposition 1].

5. Comparing regular systems with respect to their least solutions

We now consider the relations t ~gg¢t', S <¢S', S ~¢ S’ by which systems can
be compared with respect to their least solutions in all w-complete F-magmas
satisfying some set & of equations.

5.1. Definition. Let S be a regular system (of the general form of Section 2.1). For
every w-complete F-magma M, this system has a least solution (m,, m,,..., m,)
in M", denoted by u-Soly(S) and characterized as Sup;., Sp(Ln) (see Section
2.2). In the F-magma Mp(F), this least solution is an n-tuple of trees, T(S)=
(T(S, ), ..., T(S, u,)). These trees are regular, i.e., they only have finitely many
distinct subtrees. See for instance [26] for a systematic study of regular trees.

Since Mg (F) is the initial w-complete F-magma [54], there exists for any w-
complete F-magma M a unique w-continuous homomorphism hy: Mg (F) > M.
(The notation tyy will also be used for hp(1).)

S.2. Proposition. For every regular system S as above, for every w-complete
F-magma Ms “-SOIM(S) = hM( #'SOIME(F)(S)), i'e" #"SOIM(S) = (hM( T(S’
ul)), L) hM( T(S’ un)))'
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This proposition is just a special case of the following one, proved (as Lemma
5.3) in a slightly less general situation in [73] (see also Section 16.3).

5.3. Lemma. Let S be a regular system over F. Let M and M’ be two w-complete
F-magmas and h:-M->M' a homomorphism of w-complete F-magmas such that
h(Lm)=1m. Then, pu-Soly(S)=h(u-Soly(S)). Hence, t~gspt' implies

t ~SM’ t.

Proof. It.is easy to see that h(Sy(x)) = Sp(h(x)) for all x in M” and since h(Ly) =
Ly, H(Sm(Lp)) = Sm(Lm) for all i. Hence, by the continuity of h,

p-Soly(S) = Sup(Sy(L i) = Sup h(Sm( L))

= h<59P(S&(l§a))) = h( pn-Solu(S)).

The second assertion immediately follows. Note the difference with Remark
37. O

We can now state our characterizations of t ~5¢t' and S <¢ S’ (whence of
S ~¢S’'), where S’ denotes a regular system of the form (u;=t;;1<i<n) and s;
denotes T(S, u;) for all i=1,...,n. For t in M(F,{u,,...,u,}), we denote by
T(S, t) the tree t[s,/u,,..., s,/ u,] (it is infinite in general). The free w-complete
F-magma satisfying € is denoted by My (its definition is recalled in Lemma 1.5).

5.4. Theorem. (1) Fort,t'in M(F, U), t ~sqt' iff t ~sm, t' iff T(S, 1) =¢T(S, ).
(2) S<eS iff S<m, S iff s =g T(S, t}) foralli=1,...,n

Proof. (1) Let te M(F, U), let Me ¥“(&) and (m,, ..., m,) be the least solution
of § in M. It follows from Proposition 5.2 that ty(m,,...,m,)=

hm(t[s,/uy,. .., s./u,]), where hy is the unique w-continuous homomorphism:
MG%(F)-> M. Hence, by taking M = Mg, one gets

t~smg t' it By (2[s1,..., 821) = b, (E51,. .., 80])
iff t[s;,...,8:.)=et[s,...,5,] (byLemma 1.5).

It is clear that t ~5g ¢’ implies t ~gm, ¢’ and the converse holds by the second
assertion of Lemma 5.3 since for every M in ¥“(&) there exists an w-continuous
homomorphism: Mg -> M.

Part (2) immediately follows from part (1) and the definitions. [

5.5. Proposition. (1) The relations t ~st', S<S', and S~ S’ are decidable.
(2) Therelationst ~5¢t', S <gS', and S ~¢ S’ are not semidecidable (hence, they
are undecidable).
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Proof. (1) If €=0, then =4 is just the equality in MG(F) and properties ¢ ~g ¢’
and S < S’ are decidable since the equality of two regular trees is decidable [26, 30].

(2) The undecidability of ¢ ~5«t' will be shown below (Proposition 13.8). The
cases S <4 S’ and S ~¢ S’ follow from this one by Lemma 3.4. [

Rather than on decidability questions, we shall concentrate our attention (in the
next section) on ~g-correct transformations, and their possible ~ z-completeness.
Theorem 5.4(2) yields the following characterization:

S~gS iff tsy,...,s5,0=%tsy,...,s,] and
tlsy, ..., sh)=gtisy,...,sn]foralli=1,...,n

(where (sy,...,s,)=T(S)and (si,..., s,) = T(S’)) which is analogous to Corollary
3.6(1). But since t =g t' is not semidecidable in general (for regular trees t and ¢'),
this characterization cannot be considered as defining a transformation rule as eqg
did. Furthermore, Proposition 5.5(2) shows that there does not exist any recursively
enumerable set of transformations which is ~-complete (for arbitrary finite sets
&), otherwise, ~¢ would be semidecidable which is not the case.

We conclude this section with three technical results helping to establish some
factslike t ~g¢ t' or S ~¢ S'. The first one is the so-called Scott’s Induction Principle
([34, 58]; some works (e.g. [68]) attribute it also to De Bakker and Scott [5]).

5.6. Definition (Scott’s Induction Principle). Let S be a regular system, M e ¥ and
(my,...,m,)=u-Solu(S). Let P(x,,...,x,) be an n-ary predicate on M. We do
not specify any logical calculus in which P is written; we only assume that, for all
Xi,...,%, in M, P(x,,...,X,) is either true or false.

We say that P is w-continuous if, for every n-tuple (d{”,..., d{") of increasing
sequences in M (i.e., dP=<d¥’ for all ie[n], all 0<j<j'), it holds that if
P(d{,...,dJ) is true for all j=0, then P(d,,..., d,) is true, where d; =Sup, d?".

We say that P is S-inductive if the following conditions hold in M:

(1) P(lm,---,1m),

2y  Vx,....x, [P(xq,...,%)=>P(ty,..., )]
Condition (2) is just a short writing for

(2') For all x,,...,x, in M, if P(xy,...,x,) is true, then so is
P(tinv(X1, e oo s Xn)y e ooy bam(X1y oo vy X))

Scott’s Induction Principle is based on the following proposition and consists in

establishing the validity of P(m,, ..., m,) by verifying that P is w-continuous and
S-inductive.

5.7. Proposition. If P is w-continuous and S-inductive, then P( u-Soly(S)) holds.

Proof. The hypothesis allows to prove by induction on j that P(a{”, . .., a'”) holds
for all j=0, where (a'’’, ..., a?)=S4(Lns, - - -, Lng)-
Since m; = Supj(aﬁj)), the w-continuity of P shows that P(m,,..., m,) holds. O
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Our second technical result will allow us to define a new ~ ¢-correct transforma-
tion. (It uses the notations of Section 1.6.)

5.8. Proposition. Let € be a set of equations, let S=(u;=t;;1<i<n) and §'=
(u; = t};1<i=<n) be two regular systems, let q;c M(F, Unk(S)) for all i in [n]. For
all M in V and me M", let gyy(m)=(g,m(m), ..., gam(m)).

(1) Ifqlti/w,. .., ./ ul o tila/wy, ..., q./u,] for all i in [n], then gy(m)e
Soly(S’) for all M in V(&) and all m in Soly,(S).

Let us now assume that (2 € F and that Me V*(&).

(2) If, for all i, gt/ uy,...,t/u.]=gtilq/u,,...,q,/u,) and q[Q/u,,...,
R/u,] <% t?[2/u,,...,2/u,] for some p=0, then gu( u-Soly(S)) = u-Soly(S").

In this proposition, t°=u; and "' =t[t"/u,,...,t)’/u,] so that S7=
{(u; =t'?;ie[n]) is the pth iterate of S’, (S7)m=(Sm)? and S§(Ly) is the so-called
Kleene-sequence of S’ in M (see [56, 76]).

Proof of Proposition 5.8. Part (1) is easily verified from the hypotheses.
(2) From (1), we have gn( pu-Soly(S)) = u-Soly(S’). For the opposite inequality,
one can apply Scott’s Induction Principle to the system S and the formula

qM(xl’ SR xn) = #'SolM(S’)

The verifications are easy. [l

5.9. Remark. In Proposition 5.8(1), the inequality may be strict. Take for example:
S=(u=fu), S'=(u=hu), M with domain M ={a, b}, and fu(a)=sfu(b)=aq,
hy(a) = a, hyy(b) = b. Then, M e ¥ (&), where &€ = { ffx = hfx}. Let now g = fu. Then,
q[ ful <4 hq. The unique solution of S in M is a and gu(a) =fu(a)=a is also a
solution of S’. However, S’ has another solution in M, namely b.

In case (2), the second hypothesis cannot be omitted. It suffices to take b = {2y
in the above example. Then the least solution of S is a. Hence, gy( u-Soly(S)) = a.
And, clearly, u-Soly(S’) = b.

5.10. Definition. Let us assume that the systems S and S’ of Proposition 5.8 have
a common subset of equations $"=S| U"=S'| U” for some U"c U. Let U'=
U - U". In order to state in a simpler way the subsequent conditions, we assume
without loss of generality that U'={u,, ..., u,} and that U"={u,,,, ..., u,}. Hence,
ti=tforalli=k+1,..., n. We also assume the following conditions for all i in [k]:

(l) t;EM(E{u1,°'-suk})a
2 t[Q/u,,...,2/u]<et?[Q/u,,...,2/u] forsome p=0,
(3) it/ uy, ...t jul =g titi/uy, ..., /]

If all these conditions hold, up to a renaming of the unknowns, we write S redefs S’
and we say that S’ is obtained by a redefinition of (certain unknowns of) S.
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Actually, the equations u; =t for i=1,..., k are satisfied by the least solution of
S and are taken as new defining equations for u,,..., u; in §'.

5.11. Remark. This transformations can be used with U” =@. Consider, for example,
S=u=0,0v=f(v,2)), S=u=uv=f(v,u)).

Then conditions (1), (2), and (3) hold with U"=¢ (and € =@). This fact will be
exploited in Proposition 5.16.

The following result is an easy corollary of Proposition 5.8.
5.12. Corollary. If Sredefy S’, then S ~; S'.

Proof. We apply Proposition 5.8 with q¢;= ¢, for i=1,..., n

The condition ¢q;[t,...,t.]=¢ti[q,...,q,] of Proposition 5.8(2) is trivially
satisfied if i=k+1,..., n and it follows from condition (3) if ie[k].

Condition q;[£2, ..., 2] <% t’[(, ..., 2] of Proposition 5.8(2) follows from con-
dition (2) and the definition of (q,,..., g.).

Hence, Proposition 5.8(2) yields, if (m,, ..., m,)=pu-Soly(S), (m},..., my)=
p-Soly(S"),

gm( p-Soly(S)) = u-Soly(S'),
whence the result follows since gm( u-Soly(S)) = u-Soly(S). O
5.13. Remark. Let redef be the transformation defined exactly as redef; with &%

instead of =g in Definition 5.10(3). Then, redefs < ufidy. To see this, note that
conditions (1) to (3) of Definition 5.10 (with «<>% instead of = &) imply the following:

S=<u1=tls"'aukztkauk=tk+1a"'),
r Y —_— —_
S —'<u1_—tl""suk_t;cauk'—tk+l"">5

and, for all i in [k],

L —S> Lt/ uy, ..., t./u,) © tit/uy, ..., /] < ti.

Hence, S ufld¢ S’ (but S rufld¢ S’ does not hold). Note also that S redefz S’ implies
Sufld, S’ where &’ is the restriction of =4 to M,(F, X).

Our third technical result concerns the powersingular unknowns of a regular
system. The proof of the following proposition is another example of the use of
Scott’s Induction Principle.

Let us precise that F is a ranked alphabet which does not contain the special
constant {2. We denote by F, the ranked alphabet Fu {2}.
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5.14. Proposition. Let S be a regular system over Fand u € U = Unk(S). The following
properties are equivalent:

(1) u~sQ;

(2) u is powersingular;

(3) there is no t in F(M(F, U)) such that u > % t.

Proof. (2)=>(1): Let M be an w-complete F-magma. Let P(x;,...,x,) be the
following property

A{x; = Ly| u; € Psing(S)}.

Since u; € Psing(S) implies t; € Psing(S), the property P is S-inductive. It is also
w-continuous, hence, true. Since it is true for all M, u; ~5 2 if u; is powersingular.

(3)=>(2): This is proved by an easy argument.

(1)=(3): Let te F(M(F, U)) such that u > % ¢. Since u ~s1t, T(S, u)=T(S, t) e
F(M%(F)). Hence, T(S,u)# 2 and u »s0. O

5.15. Definition. Let S be a regular system S over F,. We denote by Unk’.(S) the
set of unknowns u of Unk(S) such that u ~5 and by Unk’(S) the set Unk(S)—
Unk’(S).

The system S is ~-reduced if, for all i in [n],

(1)  t;e M(F,, Unk’(S)),
(2) =0 iff u,eUnk’(S).

With any system S we can associate a system Red.(S) =(u; = t;;i€[n]) by letting
t'=t,[0/u;ueUnk2(S)].

5.16. Proposition. S redef ' Red_(S). Hence, Red_(S) ~ S and Red_(S) is ~-reduced.

Proof. Let us verify conditions (1), (2), and (3) of Definition 5.10 with S for S,
Red _(S) for S, and U"=0 (i.e., k=n). Condition (1) is trivially true, condition (2)
holds with p=1.

For every s € M, (F, Unk(S)), let § = s[2/u;u e Unk2(S)]. By using an induction
on the structure of s, one can prove that

st/ urs .. tafua]=slt1/uy, ..., th/un]. (1)

If seUnk%(S), then §=0 and s=u; with ¢;=42, hence, (1) holds. If se
Unk(S) —Unk?(S), then 5§=s, hence, (1) holds. The case s=f(s,,..., 5m), f€ Fo
easily follows by induction. This proves (1).

Then one proves condition (3) of Definition 5.10 by taking for s the terms ¢,, ..., t,
(so that f;=t} forall i=1,...,n). O3
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6. System transformations and ~-equivalence

We already know several ~¢-correct transformations of regular systems. We shall
define another one, eunf called the extended unfolding. We shall also prove that
unf, is ~g-correct.

Since the ~ g-equivalence of regular systems is not semidecidable, there is no
hope to find any finite (or even recursively enumerable) set of transformations
(depending on &) that would be ~g-complete. But we shall find one, namely
{eunf, eunf '}, for the special case where & =@ (recall that S~ S’ is decidable).

The following proposition collects easy consequences of already proved results
(Propositions 4.6(1), 4.9, and 5.12).

6.1. Proposition. Let S, S’ be two regular systems and let € be a set of equations.
(1) If Srufldg S', then §' ~¢ S.
(2) If Sufldg S, then S <4 S', ie, u-Soly(S’) < u-Soly(S) for M in V*(&).
(3) If Sredefy S’, then S’ ~4 S.

Here is the new transformation.

6.2. Definition. Let S be a regular system of the usual form and S'=
(u; = t};1<i< n). Let I(S) be the ground rewriting system {(;, 4;)|j€ [n]and t;e U}.
We say that S’ derives from S by extended unfolding if, for all i=1,...,n,

(1) u; ?J;(_S)> t;,
(2) PSing(S’) < PSing(S).
We denote this by S eunf S'.

By Lemma 1.8(2), condition (1) is equivalent to

* * '
gt b for some ¢

and yields two cases:

(1) t—>t

* '
rANTGEL for some ¢,

" * 1
(1 ) u,-l—(s—)> ti.

Case (1') means that in addition to the usual unfoldings one uses some foldings
associated with the non-Greibach equations. In case (1”) one only uses these foldings.
Hence, clearly, S eunf S’ implies S ufld S’. But this does not guarantee that S~ S'.
Hence, we have introduced eunf separately.
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Condition (2) is necessary to guarantee that S'~ S, As a counterexample, consider
S=(u=v,v=w, w=gw), S'=(u=v,v=uw=_gw)
and note that condition (1) holds, but

Psing(S) =0, Psing(S’) ={u, v}

so that (by Proposition 5.14) S is not ~-equivalent to S".
Finally, condition (1) implies Psing(S) < Psing(S’), hence, Psing(S’) = Psing(S)
if S eunf S'.

6.3. Proposition. (1) The transformation eunf is ~-correct.
(2) The transformation unfy is ~ s-correct.

Proof. (1) Let S=(u;=t;;ic[n]) and §'=(u,= ti;ie[n]) be such that S eunf S'.
Then, Sufld S’ and S= S’ by Proposition 6.1(2), i.e., if (m,,..., m,) = u-Soly(S)
and (mj,..., m;)=pu-Soly(S) (for some w-complete F-magma M), then
mi<y,m;foralli=1,... n

In order to establish the opposite inequalities, we let P(x;,..., x,) denote the
property defined by

(i) Vie[n],VweT,:x, <y wy(mi,...,m)),

where

SUI(S)

T.-={WEM(F, Dui—5- W}

I1(S)

={weM(F, U)Iui—;> w'—— w for some w' in M(F, U)},

and U={u,,...,u,}.

We want to establish the validity of P(m,, ..., m,) by Scott’s Induction Principle
(see Definition 5.6). It is clear that P is w-continuous and that P(Lly,...,Lly)
holds. We verify that condition (2) of Definition 5.6 holds. Let X1, ... X, € M satisfy
(i). We have to show that, for all i, all w in T,,

(li) tiM(xl 3""9xn) sM wM(m;a'-" m:l)‘
There are two cases:

Case 1: u; >5t; >%, 15y w. This means that w e t,[, Ti/u,,..., T,/u,]. Since, by
(i), x; <M wp(my, ..., m’) for all w'in T, we have

tiM(xla sy xn) sl\?l tM(m;9 veey m:l)’

forall tin t,{o:Ty/uy, ..., T,/ u,], hence, in particular, for ¢t = w. This establishes (ii).

Case 2: u; >¥s) w=u;. This means that u; >% u,. We must prove that

) to(rs - Xn) Spt )= Epg(ml ., ),

There are two subcases.
Subcase 2.1: u; and u; belong to Psing(S’) = Psing(S). Then m}= 1,,, whence
x; =1, for all u, in Psing(S’). Since t, € Psing(S") = Psing(S), (iii) holds.
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Subcase 2.2: u; and u; do not belong to Psing(S’). This means that for some
jis--+»Jm in [n] one has
(iv) U=t 2 th= 22 t}2=uj3—; e tims
with t},, not in U. Hence,

* * * * )

sorsy W2 so1e sorsy Wim sonsy Lim

u; = Uy

and, by a previous remark,

* * ’
u—2 t—-*l(s) Lim,
for some ¢, and t cannot be in U.

Since u; > % u;, one necessarily has u, >3 t, hence, u; >3, 1(s) t;m- The proof of
Case 1 gives

tiM(xly crty xn) SM t],mM(mL AL ] m:l)’
From (iv) we have
M= == M= s, 1),

hence, (iii) is proved.

We have shown that P is S-inductive. Hence, P(m,, ..., m,) holds by Proposition
5.7. By taking w=u; in (i), one gets m; <, m} for all i

(2) Letting S and S’ be as in part (1), we now assume that Sunfy S’ and we
prove in a similar way that S’ ~¢ S.

We let Me V“(%), (m,,..., m,)=pu-Soly(S) and (mj3,..., m,) = u-Soly(S’).
As in (1), the inequality w-Soly(S’) < u-Sely(S) is immediate. In order to obtain
the opposite inequality we consider the property Q(x,..., x,) defined as the
conjunction of Qy(x,,..., X,):

A{xi<tm(xy,...,x,)|1<i<n}
and of Q,(x,,...,X,):
A{xiswu(mi,...,mp)|l<isnweAl,

where A; ={u} u{w|t;, >%_ ¢ w}.

We shall prove by Scott’s Induction Principle that Q(m,,..., m,) holds. It is
clear that Q is w-continuous and that Q(Ly,) holds. We now verify condition (2)
of Definition 5.6.

Let x;,...,x, e M and x}=t;y(x,,..., x,). We must prove that Q(x,,..., x,)
implies Q(x},..., x;,). We first consider Q,:

Xi=Lm(X15 .- -5 Xa)
< tim(x1,.--,x,) (by Q; and the monotonicity of £;,)
and this holds for all i in [n].
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Next we prove that
(V) x;=tiM(x1a"-,xn)st(xl,"-sxn):

for all i, for all w such that ¢ »>% & w for some k. We use an induction on k. If
k=0, then w=1; and the result holds trivially. Otherwise, let 1, > 5. % w' > & W.
One can assume that x| wp(x,,...,x,). If wegw, then wy(x,,...,x,)=
wam(Xy,. .., %,). If w>gsw, then w=c[y;/y] and w=c[t;/y] for some ¢ in
M(F,{u,,...,u,,y}). Hence, by Q,, wmlx,,...,x,)=cm(xs,...,%,,x)=<
em(X1, ..oy Xn, Xj) = WXy, ..., X,,). Whence the result follows.

We now establish Q,(xi,..., x,). Let we A,.

First case: If t, »5 ¢ w, then

xi<wpm(xy,...,x,) (by property (v) above)
< wnp(my, ..., m,) (by Q,and the monotonicity of wyy).
Second case: If w=u;, then
x!< thal(x,...,%,) (by the first case since t; >% ¢ t})
< tim(my, ..., my)
=m; (since (my, ..., m}) is a solution of S')
=wm(miy, ..., mh).

Hence, Q(m,,..., m,) holds.
It follows that m; < m; for all i in [n] (by letting w=u; in Q,). O

6.4. Remarks and examples. (1) Let So=(u = fu)and S, =(u=u). One has S, fid S,,
but S, is strictly smaller than S, w.r.t. < since u ~5 (2. This shows that fld is not
~-correct (whereas unf is by Proposition 6.3).

(2) Consider now the two systems S, =(u=g(v, w), v=f(v), w=f(w)) and S;=
(u=g(w, v), v=f(v), w=v). It is clear that S;~ S,. Remark that S, eunf S, since

g0, 0) 3 8(0,0) 73 8(0, W), 0 f(0) 3 f(W).

We now prove that rufld, unf, and unf ™' are insufficient to derive S, from S, i.e.,
that the set of transformations {rufid, unf, unf™'} is not ~-complete. Let € be the
set of all systems of the form (u=g(f"v, f™w), v=fF(v), w=f9w)) for n, m=0,
D, 9=1. 1t is easy to verify that all these systems are ~-equivalent to S, and that
% is the set of all systems S such that S,vS for some vy in {rufid, unf, unf '}*. Our
claim is proved since S; & €. )

This example shows that the extended unfolding adds power to the set
{rufid, unf, unf™'}.

(3) It would be natural to extend eunf into eunfy by taking - ¥ (s ¢ instead of
- ¥, 1(s) in condition (1) of Definition 6.2. But this transformation is not ~ &-correct



Eguivalences and transformations of regular systems 39

since the rewritings which use & can destroy the effect of condition (2) of Definition
6.2. It suffices to have in & the rule fx = x, and to consider S as in the counterexample
following Definition 6.2 and S$"=(u=v,v=fu, w=gw). Then SeunfyS", but
S" #¢S.

A rule like fx = x looks stupid but a similar example could be built with the rule
x + x = x, which we shall use in Section 10.

We shall prove the ~-completeness of € = {eunf, eunf "'} for the class of regular
systems over F (not over F,, an extension to systems over F, will be given
afterwards). We first construct for every system S over F a ~-canonical system S
and we shall prove that S__ eunf S.

6.5. Definition (~-canonical systems). Let S be a regular system and Unk(S)=U =
{uy,..., u,}. Let (s,,...,s,) be its least solution in Mg (F) and T(S) ={s, ..., S.}.
Hence, k = Card(T(S)) < n. Let us enumerate T(S) as {s;,..., s, } with i;,..., i€
[n].

Let U'={u;,...,u;,} and = be the congruence relation ~5 on M(F, U’), i.e. (by
Theorem 5.4), t=t iff ¢[s,/u;,...,s,/w]=2t[si/uw,...,si./u,]. This con-
gruence is F-coherent and F-simplifiable (see Definition A.1) and, furthermore,
ugu foru u'elU’, u'#u

Let S’ be the regular system associated with = by Definition A.6 and let S_ be
the system S'u(u;=u;;u; e U—-U', uje U, 5;=s;). Its set of unknowns is U. It is
clear that S_ is constructed from the set T(S), the mapping: U - T(S) associating
s; with u;, and the sequence iy, ..., i,. For an other sequence ii,..., i} such that
T(S)={si;,..., 5;} one obtains a different system S_ but this system is just a
renaming of the first one. In order to avoid this indeterminacy, we assume in the
sequel that i;, ..., i is such that 5, # s, forall j=1,..., k all i<i.

The following lemma is an extension of Lemma A.7. It shows that > % _;(s_, plays

with respect to ~ 5 the same role as > ¥_ with respect to =.

6.6. Lemma. Let te M(F, U) and le[n]. If t ~su,, then u;>% syt

Proof. We let S_.={(u;=t};1<i<n).

Case 1: te U, say t=u;. Then, s,=s;. Let u,, be the unique element of U’ such
that s; =s,,. There are several subcases:

Subcase 1.1: 1# m, j# m. Then t;=u,, t;=u,, hence, w;>s_t;>ys_ %=t

Subcase 1.2: 1# m, j=m. Then t|=u,, hence, u,>5_ti=u;=1t

Subcase 1.3: I=m, j# m. Then t;=u,, hence, ;=1 > ;s u; =t

Case 2: We now assume that te F(M(F,U)). Let t'=t{u/u;;u;eU’,
u;e U, s;=5;] so that t' >¥s_, t by definition of S'.

Hence, it suffices to prove that t;>¥ t'. But ¢tj=¢". Hence, t;<t by Definition
A.6. This fact follows then from Lemma A.7 applied to the subsystem §' of S_. [
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6.7. Proposition. Let S be a regular system over F. Then S ~ S__ and S.. is ~ -canonical.
Furthermore, S__ eunf S.

Proof. Since S_ is defined from T(S), i.e., the n-tuple of trees (s,,...,s,), the
systems S_ and S__ are equal if T(S) = T(S), i.e., if S~ S, where S is another system
with the same unknowns as S. By Proposition 6.3, it suffices to prove that S_ eunf S
to establish that S_~ S. (We shall use the notations of the proof of Lemma 6.6.)

Let ie[n]. One has t, ~su;, hence, Lemma 6.6 shows that u; >% ;s ). We
only have to verify that Psing(S) < Psing(S.). If u; € Psing(S), then s, = (. Let m
be such that u,, € U’ and s,, = 2. The equivalence class of u,, modulo = is reduced
to u,,. Hence, t,, = u,,. Furthermore, t;= u,,. Hence, u; € Psing(S_).

Hence, we have shown that S_eunf S. [J

6.8. Theorem. The set of transformations {eunf, eanf ™'} is ~-complete for the class
of regular systems over F.

Proof. The ~-correctness follows from Proposition 6.3.
Let S~S'. Then S_=S", hence, S’ eunf™' S_ eunf S by Proposition 6.7. [

6.9. Corollary. rufid < eunf™'.eunf.

It is clear that {eunf, eunf™'} is not ~-complete for regular systems over Fy. It
suffices to consider § =(u=u) and S'=(u={2). They are ~-equivalent, but since
neither eunf nor eunf ™' can introduce 2 in any system over F to which they apply,
S’ cannot be reached from S by them. Nevertheless, we have the following propo-
sition.

6.10. Proposition. The class {redef, redef ', eunf, eunf '} is ~-complete for regular
systems over Fq,.

Proof. Let S and S’ be ~-equivalent. Then S; =Red_(S) and S; =Red._(S’) are also
~-equivalent. Furthermore, S, and S} have no singular unknowns, and by Theorem
8.8 each of them has a unique solution in MG(F). These solutions coincide with
the least ones, hence, are equal since S~ S’ and S, ~ S, S; ~ S'. This means that {2
can be considered as an ordinary constant in S; and S}. More precisely, if a is any
new constant, then the systems S, and S5 where a is substituted for {2 everywhere
in S, and S, are still ~-equivalent. Hence, S, eunf'.eunf S} by Theorem 6.8 and
S; eunf ' .eunf S;.
The result then follows from Proposition 5.16. [1
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7. Subsystems and auxiliary unknowns

Many useful transformations of grammars and recursive program schemes involve
the introduction of auxiliary unknowns (i.e., nonterminals for grammars and pro-
cedure symbols for recursive program schemes) or the elimination of unknowns
and equations which are unnecessary (in some sense). The validation of such
transformations in terms of =~g- or ~g-equivalence necessitates the comparison of
two systems with different sets of unknowns. In this direction we already know that
the renaming of unknowns can help (see Section 2.5), but further definitions are
necessary.

7.1. Definition. Let S be a regular system and let W be a nonempty subset of
Unk(S) ={u,, u,, ..., u,}; we assume that W={u, ,..., u,} and that it is ordered
in this way according to the order on % (see Section 2.1). Let ww:M">M * be
the mapping associating (m; , ..., m;) with (m,, ..., m,). Let S’ be another system
such that W < Unk(S) n Unk(S’) and let € be a class of F-magmas. We can compare
S and S’ by letting

S=¢wS iff mw(Solm(S))= 7w (Soly(S’)) forallMin €,
S ~ewS iff mw(p-Soly(S))=mw(u-Soly(S’)) forallMin €
(where €< V).

We replace € by M or &, or omit it exactly as in Section 2.3.
Our purpose is to extend the results of Sections 3-6 to these equivalences.

7.2. Lemma. Let S’ be a subsystem of S and U’ =Unk(S").

(1) 7 (Soly(S)) = Soly(S') for every F-magma M.

(2) 7y n-Soly(S)) = u-Soly(S’) for every w-complete F-magma M, i.e.,
S ~u S,.

Proof. Part (1) is clear. The inclusion may be strict since a solution of S’ may have
no extension into a solution of S. One does not have S =~ . S’ in general.
Part (2) follows from the Least Fixpoint Theorem. []

Hence, if & is a set of equations, if S and S’ are two regular systems such that
Sredefg S', and if S” is the subsystem S'[ U’ of S’ (where U’ is as in Definition
5.10), then §” ~¢ -+ S. One can consider the transformation of S into S" as a way
to eliminate from S the unknowns of U"” (see Definition 5.10).

The possibly strict inclusion in Lemma 7.2(1) points out a difficulty with =gy,
and actually we shall only investigate a restriction of =gy, where W is such that
one has an equality.

We first consider ~¢ w for which things go more smoothly.
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7.3. Definition. Let S be a regular system, U =Unk(S), Wc U, and U'=U - W.
Let F'=Fu W. Then S| U’ is a system over F'.

Let us assume that W={u; ..., u,} (enumerated in the order of %). For every
F-magma M and every sequence (d,,...,d,) in M’ one defines an F'-magma
M'=M(d,,..., d)byletting M'=M, fyr = fufor fin Fand u;;=d; forj=1,...,1
With these notations we have the following lemma.

7.4. Lemma. If M is w-complete, then pu-Soly (S| U') = my( u-Soly(S)), where M’ =
M( 7w ( p-Soly(S))).

This lemma means that if one replaces in a system S some unknowns by their
values (in the least solution), then the least solution of the system obtained in this
way yields for the remaining unknowns the same values as S. This fact is currently
used for proving properties of programs [34, 68, 82].

Proof of Lemma 7.4. Without loss of generality we can assume that U’ ={u,, ..., t4}
and W={u.,,...,u,}. Let (my,...,m,)=pu-Soly(S) and (my,...,m})=
w-Soly(S'), where S'=S| U'. It is clear that (m,,..., m;) is a solution of S’ in
M’, hence, (mi,...,m)<(my,...,m.). In order to establish the opposite
inequality, it suffices to prove that P(m,,..., m,) holds, where

P(xly---,xn) L~ xlgm',and...andxkém;(
and X4, <m, and...and x, <m,,

and this can easily be done with Scott’s Induction Principle (see Proposition 5.7)
and by using the inequalities m;<m, for i in [k]. O

7.5. Proposition. Let S and S’ be regular systems and W be a subset of Unk(S) N
Unk(S’). Then S ~¢ w S’ iff there exists a renaming « and two regular systems S, and
S, such that «a is the identity on W, Unk(a(S)) ~Unk(S") = W, and

a(S)E Sl ~g SzQS,.

Proof. The ‘if’ part is an immediate consequence of Lemma 7.2(2) and Section 2.5.

For the ‘only if” part, let U = Unk(S), U’ = Unk(S’). We first assume that U n U’ =
W and for « we take the identity. Welet S=(u=t,;uc U)and S'=(u=t,,uc U’).
We define

S;=Sulu=t,;uec U -U), S,=S'vul{u=t,;ucU-U",

so that Unk(S,) =Unk(S,)=Uu U'.

We have to prove that S, ~¢ S,. So let Me ¥“(&). Remark that S; and S, only
differ by the equations with left-handside in W, hence, S,| U"=S,| U”, where
U"=Uwvu U'— W. Let us denote by S” this regular system (over Fu W).
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By Lemma 7.2(2),
Tw( 1-Solm(S,)) = mw (my (1-Solm(S,))) = 7w ( u-Soly(S))
and similarly,
7w ( p-Solm(S,)) = mw (1-Solm(S")) = mw( u-Solm(S,)) (2)

since S ~¢wS"
Let now M'=M( 7y ( u-Soly(S))) = M(7rw ( u-Soly(S’))). Then

wy -Solm(S;)) = u-Soly (S”)

by Lemma 7.4 and, similarly
wuA p-Solp(S2)) = u-Sely(S”) = my-( p-Solw(S,)). (3)

Hence, putting (2) and (3) together, we have u-Soly(S;) = u-Soly(S,). This proves
that S, ~¢ S..

If Wc Un U’, one can define U"< U and a bijection a: U - U" such that
W=Un U" and «a is the identity on W. The above proof can then be applied to
a(S) instead of S. [J

By means of Theorem 6.8, this proposition gives a characterization of ~y in
terms of transformations by renamings, extended unfoldings, and restriction to
subsystems.

We now consider S ~¢ w S’, but only in a special case, when W is ‘large enough’.
This necessitates some more definitions.

7.6. Definition. Let S be a regular system and W be a subset of U. Let W, W, <
---c W,c U be such that Wo=W, W= W,u{y;e U|Vary(s;)c W} and let
W= {W,|i=0}. We say that W is a base of S if W= U.

Note that S is recursion-free (see Definition 4.17) iff @ is a base of S and that W
is a base of S iff the system S| (U — W) (over Fu W) is recursion-free. Hence, it
follows from Proposition 4.18 that W is a base of S iff, for all u in U'=U-W,
there exists ¢ in M(F, W) such that u > % .

7.7. Remark. Let G be the directed graph associated with S, having U as set of
nodes and having an arc from y; to u; iff 4; occurs in ;. Then W is a base of S iff
W is a base of G in the sense of Braquelaire and Courcelle [18], i.e., if W is a set
of nodes of G such that any loop in G has at least one node in W.

We say that S is a large subsystem of S’ (we denote this by S <,S’) if Sc S’ and
Unk(S) is a base of S'.
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7.8. Proposition. Let S be a regular system, let W be a subset of Unk(S), and
U'=Unk(S)— W. Then W is a base of S iff there exist two systems S' and S" such
that Unk(S") = Unk(S), Unk(S") = W, and S runf‘Y” S’ ,8". If this is the case, then
S’ and S" exist in a unique way.

Proof. Let U =Unk(S). Since S| U’ is recursion-free, it follows from Proposition
4.18 that, for all u; in U’, there exists s, in M(F, W) such that u; >%, . s.. Let
ti=tls;/u;u;€ U'] for u; in W and t;=1 if u,e U'.

The systems S'=(u;=t{;ie[n]) and $"=S'| W satisfy the requirements.

Conversely, if 8" <,S’, then Unk(S") is a base of S’.

Let us remark that, for any two systems S, and S,, if S, unf S, and W, is a base
of S,, then W, is a base of S, : if ueUnk(S,;)— W,, there exists a t in M(F, W,)
such that u > % 1, hence, u > ¥ ¢ Hence, if Srunf'"”? S, W is a base of S.

Finally, it follows from the unicity results of Proposition 4.18(1) that S’ (whence
S") exists in a unique way. [

The transformation of S into S” can be considered as the elimination of the
unknowns of U’'=Unk(S)— W. However, this is possible only if the unknowns of
U’ are ‘auxiliary’ in some sense, i.e., precisely if W is a base.

The above properties of bases and large subsystems are syntactical. We now
consider their semantical properties. The following lemma is the counterpart of
Lemma 7.4 and is stated with the same notations.

7.9. Lemma. If Wis a base of S, if U'=Unk(S)— W, and m is a solution of Sin M,
then S| U’ has a unique solution in M(1ryw (m)) and this solution is m(m). Hence,
the mapping ry, : Soly(S) > M ™ is one-to-one.

This result could be written as follows:

SOlM'(Sf U') = {WU'(m)},

where m € Soly(S) and M'=M(mww(m)) in order to stress the similarity with
Lemma 7.4.

Proof of Lemma 7.9. 7 (m) is clearly a solution of S| U’ in M(aryw(m)) and this
solution is the only one since S| U’ is recursion-free (Proposition 4.18).

Let m, m’ € Soly(S) be such that 7y (m)= my(m’). Since S| U’ has a unique
solution in M(#wy (m)) (by Proposition 4.18), 7y(m) and #.(m’) which are sol-
utions of this type are equal. Hence, m=m’. [

7.10. Proposition. If S’ <, S, then S’ =yu(sy S.

Proof. Let U =Unk(S) and W =Unk(S’). By Lemma 7.2(1), one has 7w (Soly(S)) <
Soly(S').
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In order to establish the equality, let m’ be a solution of S’ in M. The system
S1(U—- W) has a unique solution in M’'=M(m’), call it m,. Merging m’ and m,
gives a solution m of S in M such that 7wy (m)=m’ and my_w(m)=m,. Hence,
m’ € myw(Solpm(S)).

Note that 7y is a bijection of Sely(S) onto Soly(S’). O

Hence, for large enough subsystems, the inequality of Lemma 7.2(1) becomes an
equality.
The following proposition is similar to Proposition 7.5.

7.11. Proposition. Let S, S’ be regular systems and let & be a set of equations. Let
W< Unk(S) nUnk(S’) be a base for both S and S'. Then S =4 wS' if and only if
there exist four systems S,, S,, S;, S, such that Unk(S,) = Unk(S;) = W, and

S runf Sl :—)[SZ T S3 g[S4 l‘unf_l S’

Proof. Let us assume that S =4y S’. Let U=Unk(S) and U’'=Unk(S’). The
existence of S, S,, S;, S, such that Srunf S, 2,5, and S’ runf S, 2,5, follows
from Proposition 7.8. By Proposition 4.9 and Proposition 7.10, the hypothesis
S =~¢ w8’ implies S, =¢ w S3, hence, S, =¢ S;.

The ‘if” direction follows from the definitions in Section 2.5, Proposition 4.9, and
Proposition 7.10. [J

Note the difference with Proposition 7.5: the systems S, and S; are smaller than
S and S’ (one takes some kind of intersection) whereas in Proposition 7.5, the
systems S, and S, which play a similar role are larger than S and §’, respectively
and correspond to some kind of union.

In the case € =0, one obtains with the help of Theorem 4.10 a characterization
of = in terms of =, and rufld.

Here we give an application to the uniformization of regular systems. At the cost
of introducing extra unknowns, one can transform an arbitrary system into a
quasi-uniform one (respectively, a Greibach system into a uniform one). More
precisely stated, we have the following proposition.

7.12. Proposition. For every regular system S one can construct a quasi-uniform system
Ufm(S) such that S < ,S” rfld Ufm(S) (for some system S"). Hence, Ufm(S) = Uak(S) -
If S is a Greibach system, then Ufm(S) is uniform.

Proof. Let S=(u;=t;1<i<n) and U =1Unk(S). Let R be the set of proper sub-
terms of 1,, ..., t, which are not in U. We can enumerate R as {s,,..., s;}. F R=9,
then § is quasi-uniform and one takes Ufm(S) = S. Otherwise, one defines Ufm(S) =
S'by letting U’ = {up+,, ..., U,y < U (hence, U’ is disjoint from U) and by letting
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t— f be the partial mapping M(F, U)-> U u F(U u U’) defined as follows:
=t ifte U,
=f(u,...,u,) ift=f(w;,...,w), w,...,we M(F, U) and,

forall j=1,...,1 either w;= U, OT W; = 5; .

Note that =t if te F(U) and that 7is defined whenever te{t,,..., t., §1,..., Sk}

Finally, the system S’'=(u;=t};ie[n+k]) with t;=17 for iec[n] and t.=35,_, for
ie{n+1,..., n+k} satisfies the required properties. It is not difficult to verify that
t; >% vt for all i in [n], but we omit these technical details. [

7.13. Example. Let S=(u;=u,, u,=f(u,, g(us, f(u;,u,)))). Then R={g(u,,
f(uy, uy)), f(uy, u,)} and U’ ={us, u,}. The system Ufm(S) is then

(U =y, Uy = f(uy, us), us = g(uy, uy), us=f(uy, w,)).

8. Regular systems having a unique solution

When a recursive applicative program scheme (considered as a system of
equations) has a unique solution in some interpretation, a proof method which
generalizes the one of McCarthy [70] and which is simpler than Scott’s Induction
Principle can be used to prove the equivalence of two systems (i.e., their ~-
equivalence in some interpretation). This proof method has been investigated in
[25], under the name of Unique Fixpoint Principle. This method is also applicable
to certain context-free grammars [78] in order to prove that a given grammar
generates some given language. Examples will be given later (see Section 17).

Hence, we investigate conditions insuring that Soly(S) is a singleton. It follows
from Proposition 4.18 that the systems such that Sely,(S) is a singleton for all M
in ¥ are not very interesting. Hence, we shall formulate this unicity property with
respect to special subclasses of 7.

8.1. Definition. Let M be an F-magma. A regular system S is M-univocal if S has
one and only one solution in M. If € is a class of F-magmas, then S is €-univocal
if S is M-univocal for all M in €.

The following proposition is an easy consequence of the definitions.

8.2. Proposition. Let Me V(&). Let S and S' be two regular systems such that
Sufld, S'.

(1) If S has a solution in M and if S’ is M-univocal, then S is M-univocal and S
and S' have the same solution in M (hence, S =y S’).

(2) If S’ is M-univocal and Me V(%), then S' ~n S.
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Let us recall that ufld¢ is not ~g-correct, i.e., that Sufld¢ S’ does not imply
§’' ~¢ S. However, this implication does hold if S’ is ¥“(&)-univocal. This idea has
seen developed in [25] for recursive applicative program schemes. We do not recall
‘he rather technical results obtained there.

A simple topological condition will be used here to insure the univocality of
Greibach regular systems. It has been used in [1, 2, 10, 12, 14, 24, 26].

3.3. Definition ([26]). Let E be a metric space with distance d. The distance d is
axtended to E* by d((x,,...,x), (x},..., x})) =Max{d(x;, x!) lie[k]}.
If « is a mapping E* > E, we let

||| =Sup{d(a(x), a(x))/d(x, x')| x, x'e EX x #x'}.

Hence, | a| belongs to the real interval [0, +o0].
The mapping a is contracting if |a| <1. This condition is equivalent to the
existence of a real number ¢, 0< ¢ <1 such that

d(a(x,...,x), a(xy, ..., xi))<c- Max{d(x, x;)|ie [k]}.

An F-magma M= (M, { fm)scr) is semicontracting if
(1) M is a complete metric space with distance dy;
(2) du(x,y)<1forall x, y in M;
(3) || /mll=<1forall fin F.

It is contracting if, furthermore,

(4) Sup{| fmllfeF}<1.

Let Pcis (respectively €¢1) be the class of semicontracting (respectively contract-
ing) magmas.

8.4. Lemma. (1) If te M(F, X) and Me cts, then |ty <1.
(2) If te M(F, X)— X and M€ €#, then |ty] <1.

Note that ||ty may be <1 even if M is not contracting. This justifies the following
definition (where M is any F-magma such that M is a metric space): A regular
system S is M-contracting if ||t;]| <1 for all i=1,..., n It is M-semicontracting if
ltmll<1foralli=1,...,n

We recall a well-known lemma which justifies our interest in contracting mappings.

8.5. Lemma (Fixpoint Lemma). Let E be a complete metric space. Every contracting
mapping « : E - E has a unique fixpoint.

The proof is easy (it is given in [26]). For extensions of this lemma, see [62]. In
particular, it suffices that a” is contracting for some h =1 to obtain the same result.

8.6. Proposition. (1) Let M be an F-magma such that M is a complete metric space.
If a regular system is M-contracting, it is M-univocal.
(2) A Greibach system is €ts-univocal.
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Proof. Part (1) is proved by application of Lemma 8.5 to E=M" and a = Sy,.
Part (2) is an immediate consequence of part (1) and Lemma 8.4(2). [

8.7. Definition (M5 (F) as a metric space [1, 2, 10, 26]). For any two elements ¢ and
t' of MG(F), let h(t, t') be the first level at which they differ (h(z, t') =0 if they
differ at the root, h(t, t') =0 if t=1'). Then we let

, 0 ift=1,
d(t: t )= {z—h(t,t’) lf ¢ # tl

It is easy to show that d is a distance on M G(F) making it into a complete metric
space. This distance is even ultrametric. It is essentially the same as the distance
that one puts on the ring of formal power series. Note that d(z, t')<1 for all ¢, ¢’
in M5(F).

It can be shown that M5(F) is compact if and only if F is finite, that M, (F),
the set of finite trees is a dense subset of Mg (F) and that M5(F) is the topological
completion of My, (F) [2,74]. Finally, MG(F) is a contracting F-magma.

In the following proposition we assume that F is large enough so that M, (F) is
infinite. And we denote by S”, h = 1, the regular system (u; = t";ic[n]), where t! =,
and "' =¢[t"/u,,..., t"/u,]. It is clear that S unf S".

The following theorem encompasses and reformulates in the present framework
some results of Bloom et al. [11, Proposition 2.8] and Nelson [75, Proposition 2].

8.8. Theorem. Let S be a regular system. The following conditions are equivalent:
(1) S is €¢2-univocal,
(2) S is Mg(F)-univocal,
(3) S has no singular unknowns,
(4) S runf* S’ for some Greibach system S',
(5) S" is a Greibach system for some h=1.
(6) There exists h such that, for all M e €4, Sy is contracting.

Proof. (1)=>(2) since Mg (F)e 6.

(2)=(3): Let u; be singular and let ¢ be any finite tree in M, (F) — T(S) (notation
of Definition 6.5). Let S’ be the system (y; =t/;1<is<n)suchthat t;=1tif u; >% u,
and t! = t; otherwise. The least solution of S’ is also a solution of S and differs from
the least one. Hence, S is not MG(F)-univocal.

(3)=(4): If Psing(S)=0 and S is not a Greibach system, there exist i, j such
that t, = u; and ;€ F(M(F, U)), j # i. The system S} obtained by replacing in S the
equation u; = f; by u; = ¢; is such that S runf S, and Psing(S,) =@. By iterating this
construction one obtains a Greibach system S’ such that S runf* S’.

(4)=(1) since $'= S and S’ is €Z:-univocal by Proposition 8.6.

(5)=>(1) is proved by Proposition 8.2(1) with & =@, Proposition 8.6, and the fact
that S unf S".
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(3)=>(5): Let h=1+Max{m|u >¢ u', u, u’ € Unk(S)}. Since Psing(S) =0, h<n
and S" is a Greibach system.

(5)=(6): This easily follows from Lemma 8.4(2).

(6)=>(1): The above-mentioned extension of Lemma 8.5 shows that Sy has a
unique fixed point in M", hence, that S is M-univocal. O

Let us finally mention that Courcelle [24] and Nelson [75] have investigated the
class of all F-magmas where every regular system without singular unknowns has
a unique solution.

9. Recursive applicative program schemes as regular systems

In this section we formalize the ideas sketched in Section 2.8. The example
presented there was only involving binary functions, either base functions or recur-
sively defined ones. Hence, one only had to deal with objects of a single type,
namely the binary functions.

In the presence of functions of various arities, several composition operators (like
comp) are needed. This can be conveniently handled by means of sorts. The introduc-
tion of sorts in the formalism of regular systems is straightforward. We did not use
sorts in the initial definitions to have simpler notations.

We need some definitions and notations concerning sorts. All results of the
preceding sections extend in an obvious way.

9.1. Sorts and signatures

Let & be a set of sorts. An &-sorted signature (or simply an &-signature) is a set
F (of function symbols) given with two mappings:
* a:F->%* (a(f) is called the arity of f),
e g:F->% (a(f) is called the sort of f).
The length of a(f) is called the rank of f and is denoted by p(f) as before. If
a(f)=¢ (we denote by £ the empty word of any free monoid X*), then we say
that f is a constant.

Let F be an &-signature. We define an heterogeneous F-magma as an object

M= ((Ms)se.‘/’, (fM)feF)y

where M, is a set, the carrier of sort s and fy, a total mapping:
M, x---xM, >M,, wherea(f)=s,...s,and o(f)=s.

If X is an P-sorted set of variables (each x in X has the arity £ and a sort in
&) one can also define M(F, X), the free F-magma generated by X, and M(F, X),
is identified with the set of well-formed terms written with F and X and which are
of sort s.
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An w-complete F-magma is an object M=((M);c, (Ls)scs, (Ss)ses, (fm)reF)s
where <, is an w-complete partial order on M, with least element L, and the fy,’s
are w-continuous as usual.

The concepts of congruences, quotients, ideal completion, and rewriting systems
extend in an obvious way. See [28, 53, 54] for a formal treatment of some of them.

9.2. Derived signatures

Derived signatures have been used in [28, 39, 45, 48]. For every ranked alphabet
F which does not contain the special constant (2, 3( F) denotes the derived signature
of F which is defined as follows.

Let K =Max{p(f)|f€ F}; the set ={1,..., K} is taken as set of sorts. The
signature d(F) consists of Fu H, where every element f of F;, k=0 is considered
as a constant of sort k.

The set H consists of the following symbols:

- the new constant {2, of sort k for all k in &,
- the new constant 7, of sort k for Isk<K and 1sj=<k,
- the new function symbols comp} for n, k in &; its arity is nkk. .. k (with n times

k) and its sort is k.

Hence, all these definitions depend on K, but we do not make this dependence
explicit in order to simplify the notations. We assume that K is chosen as large as
needed.

With an w-complete F-magma D =(D, 1, <, (fp)scF), We associate an w-complete
d(F)-magma M= {(Mp)icy, (Lidkes, (Sk)kes» (fM)fea(F)) as follows:

e M, =(D*- D) is the set of w-continuous functions D* > D (with M,= D);
a<,a iff a(d,,...,d)<a'(d,,...,d)foralld,,...,din D,

L, = 4 is the constant function D* - D whose value is everywhere 1;
fm=fp if f€ F (recall that f is a constant in d(F) and that fy,€ M, if fe€ F);

e 7, is the jth projection D* > D (1w belongs to M),

o compimla, By,...,B)=a°(By,...,B,) for a in (D">D), B,,...,B, in
(D*> D).

This definition also applies when n =0, k=0, (compiy(a) denotes the constant
function D* - D yielding the value a, i.e., comp}, is the natural inclusion My—> M,),
and when k=0, n#0, (compgm(a, B1,...,Br)=a(By,...,B,)).

It is classical (and anyway easy to verify) that M is w-complete. It is called the
derived magma of D and is denoted by d(D).

We denote by 47 the class {3(D)|D € ¥} (for some fixed alphabet F) and by
aV* (&) the class {9(D)|De V“(¥)}.

9.1. Remark. Allthese definitions can be restricted to the unordered case by omitting
;. (and then 8o(F) denotes 3(F) minus the constants £2;), 1,, <, and taking for
M, the set [D*~> D] of total functions: D*- D. Doing so one defines for every
F-magma D a 3,(F)-magma denoted by d,(D). We denote by 3,7 the class of all
such derived magmas and by 3,7 (%) the class {3,(D)|D e ¥(&)}.
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Since our purpose here is to deal with recursive program schemes, we have
introduced the w-complete case first. All results of Sections 9.3 and 9.4 can be
restricted to the unordered case and yield interesting corollaries. We shall not
mention them each time.

9.3. beta and its inverse

The elements of M*(3(F)), may be considered as denotations for terms in
M$(F, X,). The mapping beta, : M(3(F)), > Mqa(F, X,/) associates a term with its
abstract denotation. (It is called yield in many papers [36, 37, 39, 45], but the present
terminology is chosen to recall its similarity with the B-reduction in A-calculus.)

We shall define an inverse for beta, and call it comb,, because the elements of
M(3(F))i can be considered as terms of a certain combinatory logic (this notation
is used in [36, 37, 45, 48]).

Let beta, : M(3(F)), > My (F, X;) be defined as follows:

beta, (2,) = (2, beta, () = x;,
betak(f) =f(xl"'°’xk) forfin Fk;
beta, (compy(z, t,,...,t,)) =beta,(t)[beta,(t,)/x,,...,beta,(1,)/x,]).

This function is monotone, hence, extends by w-continuity into beta, : M (3(F)); -
o(F, Xy).
We also define comb, : M, (F, Xi.) > M(3(F)); by

comb,(2) =,  comby(x;)= 7,
comb, (f(¢t,,...,1))= compfc(ﬁ comb,(2,), ..., comb, (%))
and extend it by w-continuity into comb, : MG (F, X, ) > M*(3(F))..

9.2. Lemma. (1) For all t in M3(F, X,), beta,(comb, (1)) =1.
(2) For every w-complete F-magma D and all t in M™(8(F))y, typ) = beta,(t)p.

Proof. Both assertions can be proved in the same way. They are first established
for finite #’s by structural induction and the equalities extend to infinite #’s by
w-continuity. [

Since oomp',f and mr;, receive a fixed interpretation, they satisfy some laws. We
precise them in the next section.

9.4. Properties of compy,

We aim to characterize the congruence on M*(3(F)) defined by ¥ “Et="r.
Let f < M(3(F), Y)x M(3(F), Y) be the set of equations:

(9.4.1) comp (2, x,,...,x)=10,,
(9.4.2) comp(mip, Xy, .-, %) =X,
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(9.4.3) compn(f, Tins---» Tnn) =1,
(9.4.4) compl(compy (2, ¥1,- s Ym)s X15- -, Xi)
=compnm(za ety comp:(yi, Xisgewns xk)') .- °)’

for all f in F,, all k, m, n in &. One assumes that Y ={z, x,,...,y,,...} and that
in each equation as above, z is of sort m, y,, ..., y, are of sort k, and x,,..., x;
are of sort n.

From the definition of 8(D) it is clear that the equations of & are valid in every
derived magma d(D). Hence, t =, t' implies 37 = t = t'. (The relation = 4, has been
defined in Section 1.6.)

Let € ={J {%|k=0} be a set of equations, &, < M(F, X;) x M(F, X,). We define
d(&) as the set of ground equations {comb,(¢) =comb,(t')|k=0,(t,t")e &}. It is
clear by Lemma 9.2 that the equations of 3(&) hold in every derived magma (D)
for D in ¥*(&). Hence, t = 4% t' implies 07 “(&€)Et=1t. We aim to prove the
converse which is not trivial since 3¥“(%) is a proper subclass of 7 (4 U 3(%)).

9.3. Lemma. If te M®(3(F)),, then compi(t, my s, ..., Wx) =u t.

Proof. We prove that compy(t, 7,4, ..., m) <% t for all ¢ in M(3(F)), by struc-
tural induction on t The various cases to examine are t={), t=m;;, tc F, and
the results follow respectively from (9.4.1), (9.4.2), (9.43), and ¢=
comp;(t, s,,...,S,)and the result follows from (9.4.4) and the induction hypothesis
for s;,...,5,.

By taking the limit of an increasing sequence, one gets the desired result for ¢ in
M 3(F)),. O

We could have added the equations
(9.4.5) compi(x, myx, ..., Tx) =X

to our set &, of which (9.4.3) is just a special case. But they are not necessary.
Lemma 9.3 shows that the equations (9.4.5) belong to the inductive w-theory of o
(we do not define this concept formally but only appeal to the intuition of the reader
who knows [52, 60, 77], where the inductive theory of a set of equations is
investigated).

9.4. Theorem. For t, t' in M®(3(F)), aV“(E)=t=t iff V(& k=, t=1t (iff

t=gyoxe) t)-

Proof. The ‘if* part follows from the remark that 37“(%) < V(U d(&)).

For the ‘only if” part, we construct, for every m=0, an F-magma D in V(%)
such that, for all ¢, ' in M™(8(F)),m, if typ) = tip), then t =4 ¢ 1.

Let #'=£0d(&) and m be fixed. Let E be the w-complete 3(F)-magma
[M(8(F))/<9%]7 (see Lemma 1.5, the presence of sorts does not create any difficulty).
Hence, t+> 1t is the canonical 8(F)-homomorphism M™(3(F))~ E. Let us recall
from Lemma 1.5 that if ¢, t'€ M (3(F)),, then tg=t; iff t =, 1.
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We define an w-complete F-magma D by letting its domain D be E, =
[M(3(F))m/<%]” and f;, be defined by

(9.4.6) fD(dI, ey dk) = compan(fE, d] se ey dk)’

for fe F, k=0. This function is w-continuous since compX ; is, hence, D is an
w-complete F-magma.
The following result is an extension of (9.4.6).
Claim 1. For every k, every t in MG(F, X)), every d,,...,d, in D (=E,),
to(dy,...,d)= ComP‘;E(combk(t)E, dy,...,dy).
Proof. This can be proved for t € M, (F, X;) by induction on the structure of 1. We
only consider the case t=£(¢,,...,t) and we let d=(d,, ..., d,):
to(d) = fo(tin(d), ..., tip(d))
= compinE(fEa tin(d), ..., tin(d))
= compe( fe, comps(comb,(¢,)g, d),...) (byinduction)

= comP‘r;E(comP;cE(fE, comb(?,)g, ..., comb, (1)), ‘7)

(since E satisfies (9.4.4)),

sut compyg(fg, comb,(t,)g, ..., comb,(t,)g)=comb,(t)g from the definition of
comb,, whence the result. This result extends to ¢t in MG(F, X)) by w-continuity. []

Claim 2. De ¥V“(&).

Proof. This claim is an immediate consequence of Claim 1 and the fact that
Ee V*(a(%)). O

Hence, a(D)e V™ (A').

Claim 3. For every n, every s in M™(3(F)),, every t,,...,t, in M®(6(F)).:
comp,(s, t,..., t)g=beta,(s)p(tig, . . ., t.g)-
Proof. Note that t,g, ..., f,g€ D, hence, the right-hand side of the equality to be

sstablished is well-defined. As in Claim 1, we prove Claim 3 for finite s’s first and
then for infinite ones by w-continuity.
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The case s=feF, is an immediate consequence of (9.4.6). Let s=
compX(s’, s,, ..., 5). Then

comp’(s, 1y, ..., t,)g=compn(compi(s’, s1,...,8), ti,..., t)e
= compl,(s’, comp™(sy, t, ..., ), .. g
= beta, (s")p(comp . (s,,t,,..., L)E,--.)
= beta, (s')p(beta,(s,)p(tig, - -+, Lag)s - - -)
= beta, (s')[beta,(s,), ..., beta,(s.)Ip(tik, - - -, tg)
=beta,(comps(s’, s, ..., S)p(tie, - - - 5 tag)
=beta,(s)p(tigs - - - » InE)-
The other cases are easier. []
Proof of Theorem 9.4 (continyed). Let t, '€ M¥(3(F)),, such that 8V (€)=t=1"
Claim 2 yields t,p) = typ), hence,
Loy Timgs -« > Tmmg) = beta()n(T1mes -« - s Tonymg)
=comp(t, Ty my---» Tmm)e (by Claim 3)
=tg (by Lemma 9.3).
The same computation for ¢’ gives tg = tg since typ) = tip), hence t =, . O

By restricting this proof to the unordered case one obtains the following corollary
(with 4, being & minus equation (9.4.1)).

9.5. Corollary. (1) For t, t' in M(3,(F)), o V(&)Et="¢ iff dyudE)=t=1 iff
teohoaet.
(2) For every t, t' in M(F, X,,), t &% t' iff comb,,(t) <% s comb,,(1').

Proof. Part (1) is proved by inspecting the proof of Theorem 9.4.
Part (2) follows from part (1) and the remark that t ¥t iff E€=t=1 iff

3,V (€)= comb,,(t) = comb,,(¢') (by the restriction to the unordered case of Lemma
9.2). O

The second part of Corollary 9.5 says that one can simulate an arbitrary rewriting
system by a ground one and a fixed set of nonground rewriting rules. The consequen-
ces of this fact remain to be explored.

We now go back to the main purpose of this section.



Equivalences and transformations of regular systems 55

9.5. Recursive applicative program schemes

9.5.1. Definitions

We recall the basic definitions of these program schemes investigated in various
works [10, 25, 47, 56, 76, 82], to mention a few.

Let F and @ be ranked alphabets with rank function p such that Fn @ =4,
&={y,,..., .} One lets k;=p(;) for all i

An algebraic system over F with set of unknowns @ is an n-tuple of equations
S=(h(xy, ..., x)=my, ..., ¥, (x1,...,%,)=m,) such that m;e M(FU ®, X, )
foralli=1,...,n

A recursive applicative program scheme is a pair (X, m) consisting of a system X
as above and an element m of M(Fu @, X,) for some k= 0.

Let D be an F-magma. An n-tuple ® = (4, ..., ¥,) of functions ¢;: D* > D is
a solution of X if, for all i in [n], ¢;=m;p, where D is the (FU @)-magma
(D, {fp)seF> (§)yc o). There may exist no solution for ¥ in D. If D is w-complete,
then X has a least solution @p= (¢ p,..., ¥,p) in D (where the ¢,p’s are w-
continuous). .

If me M(Fu @, X,), then the function defined by (X, m) in D is my: D*> D,
where D' is the (Fu ®)-magma associated with @y, as D was with &.

Finally, if m, m’ are both in M(Fu @, X;) and & is a set of equations, then
m ~xsem' if mp =my for all D in ¥“(&). This relation means that (X, m) and
(X, m') are equivalent in every interpretation satisfying &. Its characterization is a
basic result of the theory.

9.5.2. Construction

We now show how to associate a regular system S with 3 as above. Let ¥ =
{1,..., K} be a set of sorts with K =Max{p(f)|fe Fu @}. We let @ be the set of
unknowns of S. If ¥ is of rank k in @, it is of sort k as an unknown of S.

We wish to define S in'such a way that the least solution of X in D, namely
($1p, - - -, Yup) (recall that ¢;p is a continuous mapping: D *“’- D), be also the
least solution of § in M=4(D). We define S as the set of regular equations
(¢; =comb, (m;);1<i=<n). Hence, S is a regular system over 3(F) with set of
unknowns &. We denote it by 3(2). With these notations we have the following
proposition.

9.6. Proposition. (1) Let D be an F-magma. An n-tuple @ as in Section 9.5.1 is a
solution of X in D iff it is a solution of 9(X) in 3(D).

(2) If D is w-complete the least solution of X in D is also the least solution of 3(X)
in 3(D).

Proof. Part (1) is an immediate consequence of Lemma 9.2 and the definitions.
Part (2) is an immediate consequence of part (1). [
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9.7. Corollary. Let X be an algebraic system as in Section 9.5.1, let t, t'e
M(Fu ®, X,), let € be a set of equations. Then t ~sgt' iff comb, (1) ~,5) woace)
comb, ().

This corollary shows that the investigation of the relation ~ 3¢ for an algebraic
system X reduces to that of the analogous relation for a regular system and for a
different set of equations, namely & U d(&). It does not modify the difficulty of the
decision problem for ~5 ¢ (its decidability is open in the case € =0 (see [22,26])
and it is undecidable in general (see Proposition 13.8)), but it may help to define
correct program transformations in a simpler and more powerful way than in [25,
63, 64]. This last aspect remains unexplored.

10. Powerset magmas

We have seen in Section 2.8 that context-free grammars can be considered as
regular systems to be solved in (X *) equipped with the operation of union together
with an operation of concatenation which is inherited from X*. Following Mezei
and Wright [73] we want to generalize this situation to the case of #(M), where
M is an arbitrary F-magma (possibly assumed to be in some ¥(¥%)) and P(M) is
also equipped with set union (denoted by +) together with F-operations inherited
from M in a standard way.

Hence, our purpose is to investigate the regular systems of which the right-hand
sides are polynomials, i.e., terms of the form ¢, +#,+- - -+, where t,, t,,..., 4 €
M(F, U) (and U is the set of unknowns), their sets of solutions and their least
solutions in the powerset magmas #(M) for M in some variety ¥(%). Most of the
results of Sections 2 to 7 will be applicable and new results will appear corresponding
to the specific properties of set-union in #(M).

This section is devoted to algebraic preliminaries concerning powerset magmas.

10.1. Definition. Let F be a ranked alphabet which does not contain the special
constant (2. We denote by F, the ranked alphabet Fu {+, 2}, where + is binary
(we shall always use the infix notation for it) and 2 is nullary (it will be used as
in Section 1.5).

A distributive F-magma P is an F,-magma satisfying the following set 2 of
equations:

X+ (x+x3) = (x,+x,) + x5, X +X,=x+Xx,,

x,+02=x,, x,+x, =X,

f(x1, %, ..., 0, ..., %) =1,

S, X%, ey Xt X, oo X)) = f(Xq, e, X ) (X, e Xy, XD, Xk)

(for all k=1, all fe F,).
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If Ais a finite subset {a,, ..., a,} of the domain of P, we use }, A as an abbreviation
of a;+a,+---+a, (due to the associativity and commutativity of + the order in
which A is enumerated is irrelevant). If A =@, then } A stands for 2p.

Let M=(M, (fu)scr) be an F-magma. Its powerset F-magma is the F,.-magma
P=(P(M), +p, Qp, {fe)rer) such that, forall A;,... , Ay M, A|+pA,= A, UA,,
Do=0, fo(Ay, ..., A)={fmlay,...,a)|a1€A,,...,a.€ A} for fe Fi, k=1 and
fe={fu} for fe F,.

It is easy to verify that P is a distributive F-magma. We shall denote it by #(M)
in order to emphasize its dependence on M.

We shall also use P;(M) (where P(M) is replaced by P:(M), the set of finite
subsets of M) and ?,(M) (where (M) is replaced by 2,(M) the set of countable
subsets of M).

We shall denote by 27" the class of all powerset F-magmas and by ?7(&) the
class of all powerset F-magmas (M) for M in ¥(&). The notations PV, P:V (&),
PV, P, V(&) will also be used (their meaning is clear).

10.2. Definition. Let X be a set of variables. A monomial is an element of M(F, X).
We assume that M (F, X) is linearly ordered by a strict order < in a fixed way such
that ¢ <t whenever t€ X and t'e F(M(F, X)). (This technical assumption will be

used in Lemma 14.13.)
A polynomial is an element of M (F,, X) of the two possible forms 2 or ¢, +- - - +1¢,

with t;,...,t,e M(F, X) and t,<t,<---<t,.

We denote by M™(F, X) the set of polynomials.

If Ais afinite subset of M(F, X ), we denote by ). A the polynomial t,+t,+- - -+1¢,,
where A={t,,..., t} with t,<t,<:--<1t, and the polynomial 2 if A=4¢.

Every term ¢ of M(F,, X) can be transformed into a polynomial by means of
the following mapping Dev associating with ¢ a finite subset Dev(t) of M(F, X), as
follows

Dev(2) =0, Dev(f)={f} iffe FbulX,
Dev(t,+t,) = Dev(t,) U Dev(t,),
Dev(f(t;,..., &) =f(Dev(t)), ..., Dev(t))
=4 f(wy,..., w)|w eDev(ty),..., w.cDev(t,)}.

We denote by Pol(¢) the polynomial ) Dev(z). The mapping Dev corresponds to
the development of a factorized expression.

10.3. Lemma. Fort, t' in M(F,, X), the following holds
(1) t % Pol(t),
(2) to% t' if and only if Dev(t) =Dev(t') if and only if Pol(t)=Pol(?').
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Proof. Part (1) is proved by easy formal manipulations.
(2) One can prove that t <>5 1" implies Dev(z)=Dev(¢) by induction on the
structure of . The result now follows. [

A consequence of this lemma is that the word problem for & is decidable.

10.4. Definition. A distributive F-magma P can be canonically ordered as follows:
d=sd & d'=d+d'.

This condition is equivalent to
3d"eP, d'=d+d"

sinée, for given such d”, we have
d+d'=d+d+d"=d+d"=d'.

It is easy to verify that < is a partial order with least element {2p and that the fp’s
are monotone. Note that P is not necessarily w-complete. If P is (M), ?.,(M),
or #(M), this ordering is nothing else than set inclusion-and P is w-complete in
the last two cases.

We conclude these preliminaries by noting that the mapping Dev: M(F,, X)->
P(M(F, X)) (Definition 10.2) is monotone, i.e., that ¢ <t implies Dev(?) < Dev(?')
(this is easy to prove by induction on the structure of t). Hence, Dev extends to
M*(F,, X) by w-continuity, i.e., by Dev(t) =\_{Dev(¢')|t'<t, t is finite}. Note in
particular that Dev(t) =0 if te M3 (F, X)— M(F, X) since every finite term ¢’ such
that ¢’ <t has at least one occurrence of {2 which yields Dev(t') = 0.

If M is an F-magma and t€ M(F, X)), we also denote by #y the extension of ty
to sets, i.e., if A,,..., A S M,

tM(A19‘ "aAk)z{tM(als ey ak)'aIEAls e akeAk}-
10.5. Lemma. Let P=2?(M) or ?,(M), let A,,..., A; be subsets of M, let te
MOO(F+3 Xk)‘
(1) tp(Ay,. .., A)=U{sp(Aq, - .., Ar)| s e Dev()}.
(2) If M=M(F), then tp(A,,..., A) =Dev(t)[01A1/ X1, .. ., A/ X].

(3) If te MG(F, Xi) — M(F, X,), then tp(A,, ..., A)=0.
(4) Ifte M(F, X)) and if, foralli=1,... Kk,

(i) Card(A;)=0 implies ||, >0,
(ii)) Card(A;)=2 implies |t|, <1,
then
(iii) (A, ..., A) =tm(A,, ..., Ap).
Assertion (4) also holds if P=P«{M) and A,, ..., A, are finite.
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Since if M=M(F), tm(A,,..., A =t[i0A)/X1,..., A/x], part (4) of this
lemma states conditions under which the IO-substitution and the OI-substitution
give the same result.

Proof of Lemma 10.5. (1) The property follows from Lemma 10.3(1) for ¢ in
M (F,, X,). It extends by continuity to the case where ¢ is infinite.

(3) If te MG(F, Xi)— M(F, X;), then Dev(t)=0, hence, tp(A,,...,A;)=0
by (1)

(2) If te M(F, X,), then tp(A,, ..., Ac) =t[o1A1/X1,- ., A/ Xc] (by structural
induction on t and the definition of OI-substitution). The result then follows
from (1).

(4) We first assume that A; # @ for all i. It is easy to prove that tp(A,, ..., Ay) 2
tm(A1, ..., Ay) for all ¢ in M(F, X;) even if (ii) does not hold.

We now prove that (ii)=>(iv), where

(IV) tP(141s'-'s14k)g tM(Ala .. 9Ak)a

by induction on ¢ If 1€ X, U F,, then (ii) and (iv) both hold (since A; # @ for all
i). Let t=f(t,,...,t,) besuch that (ii) holds. Hence, (ii) holds for ¢,, ..., t,, hence,
so does (iv) by the induction hypothesis.

Solet ae tp(A,, ..., Ax). This means that a = f\s(a,, ..., a,) for some a,,...,a,
with a; € t;p(A,, ..., Ay) for all i. By the induction hypothesis, a; € t;m(A,, ..., Ax),
hence,

(v) a;=tmlal,...,a;) forsome ajin A,,...,a;in A;.

If Card(A;) =1, then aj=aj for i in [n].

If Card(A;)> 1, then x; occurs in at most one of the f’s, say ¢, hence, one can
replace a; by a;i in the equalities of form (v), i.e., one can assume that a}=a} for
all i in [n]. Hence, a; = tiq(ai, ..., ai) forall iin [n] and a = ty(aj, ..., a;). Since
ale A, fori=1,...,k acty(A,,...,A) and we are done.

Let us now assume that A; =@ for some i. Hence, t(A,, ..., A;) =0. By condition
(1), x; occurs in ¢, hence, tp(A,, ..., Ax) =0 since fp(...,0,...)=9 for all f in F.
Hence, (iii) also holds in this case. [

Our purpose is to solve polynomial systems (formally defined in the next section)
in powerset magmas ?(M) for M in ¥ (&). In order to use the results of Sections
2 to 8, we want to consider a polynomial system to be solved in (M) for M in
V(%) as a regular system to be solved in a magma belonging to 7*“(&’) for some
set of equations &’, in such a way that €' describes (M) as well as possible. A
natural candidate is clearly €'= 2 u &, but this only works if (M) e ¥ (%) for all
M in ¥(&). The following result due to Gautam [49] (see also [79]) shows that &
cannot be arbitrary.

10.6. Proposition. Let € be a variety. Then P(M)e € for all M in € iff €= V(%)
Jor some set & of linear and balanced equations.
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Proof. We shall only need the ‘if” part which is an immediate consequence of Lemma
10.5(4). See [79] for the ‘only if” part of the statement. [

10.7. Examples. The variety of monoids (F={., e} and €={(x.y).z=x.(y.z),
x.e=Xx, e.x = x}) and the variety of monadic algebras (F consists of unary symbols
and a constant e, € =() are two useful examples in language theory (see Sections
2.8, 11.4.1, and 11.4.2).

The variety of monoids with a zero a such that x.a = a and a.x = a or the variety
of groups are not closed by the powerset operation. (In the case of monoids with
zero one has @.{a} =0 so that the equation x.{a} = {a} is not valid as it should be
if this variety were closed under powerset.)

Our next purpose is to characterize the relation 7 (€)=t=+¢". For a set € of
linear and balanced equations, we shall prove that PV (&)= t=t'if V*(Q U &)=t =
t', i.e., that the w-equational theory of V(%) is the same as that of V“(2 u &)
although PV (&) is strictly included in ¥ (2 U &). This proof needs some technical
definitions.

For every t in M,(F, X) we denote by [t]¢ the equivalence class of ¢+ modulo
«% and for T < M, (F, X), we denote by [ T]g the set {[t]¢|? € T}. In the following
proposition we omit the subscript &.

10.8. Proposition. Let € be a set of linear and balanced equations. For all t, t' in
M(F+ > X),

(1)  teFoat iff [Dev(t)]=[Dev(t)],

(2)  t<%oa! iff [Dev(r)]<[Dev(r)].
Fort t' in M™(F,, X),

(3)  t<guot' iff [Dev(z)]<[Dev(t)],

(4)  t=goat iff [Dev(r)]=[Dev(t)].
Proof. (1) If [Dev(t)]=[Dev(t)], then t<§ Pol(t) % g Pol(t') &% t', hence,
t eéu@ t.

Conversely, if t &4 t', then Dev(t) = Dev(?').

Let us consider the case of t <>4 t'. We do the proof by induction on the structure
of &

Case 1: t=f(t;,..., ), t'=f(¢],...,t}) and t, &t} for some i, say i =1, and
t,=t;for j=2,..., k Then

[Dev(t)]={[w]|we f(Dev(t,), ..., Dev(t))}
={fm((w1), ..., [w])|w,eDev(t)), ..., w,cDev(;)}

=feon([Dev(ty)], . .., [Dev(t)]),
where M=M(F)/o%.
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From a similar characterization of [Dev(¢')] and the equality [Dev(z,)] = [Dev(?})],
one gets [Dev(?)]=[Dev(t)].

If t=t,+1t,, t'=1t;+1; with ¢, t; as above, the proof is similar.

Case 2: t=s[t,,..., 4], t'=s[t,,..., 4] for some (s, s")e & (with Var(s)=
Var(s') = X,) and some ¢,,..., 4 in M(F,, X). It is easy to prove that

Dev(t) ={s[w,,..., w ]| w,€Dev(1,), ..., w, € Dev(t)}

(this uses the linearity of s and the fact that Var(s) = X, ) and similarly for ¢'. This
gives the desired equality: [Dev(z)]=[Dev(')].

(2) If [Dev(t)]<[Dev(t')], then t<%Pol(f)+ 2 (<ueg, g)*Pol(t) % t.
Hence, t <9 t'. Conversely, if t <% 4 t’, then one shows that [Dev(7)] < [Dev(t')]
by an extension of the proof of part (1) using the extra case where ¢ = {2 for which
Dev(t) =@ < Dev(t’), whatever ¢’ might be.

Parts (3) and (4) easily follow from (2) and the various definitions. [

10.9. Example. We show that Proposition 10.8(1) is false if & is not linear or not
balanced. Let €={g(x)=a}. Then a <480 <502 and [Dev(a)]={[a]}*#a,
whereas [Dev(2)]=0. If €' ={f(x, x) = gx}, then

t=g(a+b)<;f(a+b,a+b)=t’,

[Dev(t)]={[gal, [gbl},
[Dev(t)]={[f(a, a)],[f(b, b)],[f(a, b)], [ f(b, a)]} 2 Dev(t)
since [ f(a, b)]={f(a, b)}, hence, does not belong to [Dev(?)].

The following is a corollary of Proposition 10.8.

10.10. Corollary. (1) M(F,, X)/ <% ¢ is isomorphic to P{M(F, X)/<%).
(2) M®(F,, X)/=g. g is isomorphic to ?,(M(F, X)/<%).

Proof. (1) Let h be the mapping M(F,, X)-> P{M(F, X)/<¥%) such that h(t)=
[Dev(t)]. By Proposition 10.8(1), h(t) = h(¢') iff t &%_4 t'. Hence, h factors through
M(F,, X)/+%_g and this defines the required isomorphism.

(2) Similar argument with h': M™(F,, X)-> ?,(M(F, X)/<%) such that h'(¢) =
[Dev(z)] by using Proposition 10.8(4). For the surjectivity, let A=
{Iwil,[w2],.-.,[wa.],...} be a countable subset of M(F, X)/e¥%, let a=
wytwy,+---+w,+--- (ais an element of M™(F,, X)). Hence, h'(a)=A. O

10.11. Theorem. Let & be a set of linear and balanced equations.
(1) Fort, t' in M(F,, X) the following conditions are equivalent:
(i) PV (E)=t=1,
(i) PV (E)=t=t,
(ii)) 2Ué€Et=1¢,
(iv) ted ot
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(2) Fort, t' in M™(F,, X), the following conditions are equivalent:
(i) 2V(€)=t=1,

(i) 2.7 (&) E=t=1¢,

(iii) QU &=, =1,

(V) t=g_ st. -

Proof. (1) (i)=(ii) since P{M) is a subobject of P(M) with respect to the structure
of a distributive F-magma.

(ii)=>(iv): Let M=M(F, X)/<¥% and M’'= P(M). Let % = {[x;]} for all i (note
that X;€ M’). By Lemma 10.5, one has, for all s in M(F, X,),

s Xr, -, X)) = sm(Xr, .o, %) ={sm[x], - . ., [x )} ={[s]}.

If te M(F,, X;), then
t(X1, ..., %) = U sm(%y, ..., %) |s € Dev(1)}
=U{{[s1}|s € Dev(1)} = [Dev(1)].

If t, e M(F,,X,) and P V(&)Ft=1t, then ty = thy and [Dev(t)]=[Dev(t')].
Hence, t &3 ¢ t' by Proposition 10.8(1).

(iv)© (iii) is proved by Lemma 1.4.

(iii)=(i) follows from Proposition 10.6.

(2) The proof is similar. For the implication (ii)=>(iv), one takes M’ = 2?.M)
instead of P¢{M), and one uses Proposition 10.8(4) to conclude that t =4 _¢ ¢ if
[Dev(t)]=[Dev(t')]. O

11. Polynomial regular systems

We now define the polynomial (regular) systems and the relations associated with
them.

11.1. Definition of polynomial systems

11.1. Definition. A polynomial regular system of equations over F (or more shortly
a polynomial system) is a regular system over F,, S={(u;=t;1<i<n) such that
each ¢; is a polynomial.

Regular systems over F. will be more shortly called +-regular systems. It follows
from Lemma 10.3 that for every +-regular system S there exists a unique polynomial
system S’ such that SrewryS’. We shall denote it by Pol(S). It is clear that
Pol(S) =4 S, hence, since polynomial and +-regular systems will always be solved
in distributive magmas, there is nearly no difference between them. Nevertheless
the distinction will be useful for making precise statements (and proofs) concerning
transformations of systems in Sections 12, 13, 14 below.
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The generic polynomial system will be §=(u; = p;;1=<i=< n), where p, is a poly-
nomial in M*(F,Unk(S)). If S is a +-regular system and M is an F-magma, we
denote by Psoly(S) the set of all its solutions in ?(M). Since (M) is w-complete,
S also has a least solution denoted by u-Psoly(S). Such least solutions have been
investigated in [41,73]. A subset A of M is equational if it is a component of
u-Psoly(S) for some polynomial system S (or equivalently, some +-regular system
S) (some results concerning equational sets can be found in [67] and the articles
cited there).

11.2. Polynomial systems of special type&

In Definition 11.1, we consider a polynomial system as a regular system over an
alphabet of a special type, to be solved in a restricted class of magmas (namely
PY). We can also consider a regular system as a polynomial system, where neither
+ nor {2 occurs. But the class of magmas where a regular system is solved, namely
Y or ¥ is larger than ?V. Hence, this latter point of view is purely syntactical. It
will nevertheless guide the following definitions which extend the one given in
Section 2.1.

11.2. Definition. Let S be a polynomial system (u;=p;;1<i<n), let U=
{u;, ..., u,}. Itis uniform if Dev(p;) < F(U) for all i. It is quasi-uniform if Dev(p;) <
F(U)u U for all i. It satisfies the Greibach condition (or is a Greibach system) if
Dev(p;) < F(M(F, U)) for all i.

Hence, in the first two cases, S is not necessarily uniform or quasi-uniform as a
regular system over F, .

11.3. Equivalences and preorders on +-regular systems

Let S and S’ be two +-regular systems with the same set of unknowns U and let
% be a class of F-magmas. We shall investigate the following relations:

t=K%¢t iff tapm(m)=tpum(m) for all M in € and all m € Psoly(S),
S=%S iff Psoly(S)<Psoly(S') forall Min €,
S=5%S" iff Psoly(S)=Psoly(S’) for all Min €.

The superscript p recalls that one deals with +-regular systems to be solved in
powerset magmas. ,
Similar definitions can be given for least solutions:

t~% 1t iff tepn(u-Psoly(S)) =t (u-Psoly(S’)) for all M in €,
S<% S iff u-Psoly(S)ePsoly(S’) forall Min €, i.e.,

iff p-Psoly(S’) < u-Psoly(S’) for all Min &,
S ~% S iff u-Psoly(S)=pu-Psoly(S’) forallMin €

(ie.,iff S <% S’ and vice versa).
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As before we replace the subscript € by M, by &, or delete it if € ={M}, €= V(&)
or €= 7, respectively.

As for =g, <, ~¢, and <y some implications immediately follow from the
definitions:

(11.3.1) t =%t implies t ~5¢ 1,
(11.3.2) S =% S implies S<% S/,
(11.33) S=E S’ implies S ~% S,
(11.34) S=%S5 iff pp=5¢pi foralli=1,..., n
(11.35) S<§i S ifft p~%¢pi foralli=1,..., n

If we now assume that & is a set of linear and balanced equations, then

(11.3.6) t =saue t lmplleS t zg’rg t’,
(113.7) S=g_ ¢ S implies S=% S,

and similarly for =g ¢, ~ 59,2, <a_g, and ~g_¢. This means that every transforma-
tion which is correct w.r.t. =4 ¢ (respectively ~ g ) is correct w.r.t. =% (respectively
~%).

The completeness of such rules w.r.t. =% (or ~%) depends on the converse
implications of (11.3.6) and (11.3.7) which are not obvious either. These questions
will be the subject of the next sections. We now define several algebraic structures
allowing to apply these notions to finite state automata and context-free grammars.

11.4. Examples

11.4.1. Finite-state automata

With every finite alphabet T we associate the ranked alphabet T,= T U {e} with
p(a)=1for ain T and p(e) =0. We let Uz denote the T,-magma with domain T*,
¢ as value of e and the function u - ua as the unary function associated with a for
a in T. Actually Ut is isomorphic to M(T,).

We define an automaton over T as a 4-tuple (7, Q, 7, Qp), where Q is the finite
set of states, Q;< Q is the set of initial states and 1< QX (Tu{e})x Q is the
transition table. For every q in Q, we denote by L(A, q) the language of all words
of T* corresponding to some computation of A starting at some state in Q; and
ending at q. The language accepted by (A, Qg), where Qg < Q is a set of final states,
is L(A, Qp)=\U{L(A, q) l g€ Qg}-

With an automaton A as above we associate a polynomial system S, defined as
follows. Its set of unknowns is U ={u,|q € Q}. Its equations are u, =) P,, where
P, is the set of all terms of the following three forms:

(i) a(uy) for all ae T, q'€ Q such that (¢',a,g) €7,
(ii) u, for all ¢'€ Q such that (4, ¢, g) e,
(iii) e whenever g€ Q..
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It is a classical result that the least solution of S4 in 2(U7) is nothing else than
the Card(Q)-tuple (L(A, q)),c0 (Where L(A, q) is the value of u,).

It is clear that a polynomial system over T, is of the form S, for some automaton
A (respectively for some automaton A without e-transition) iff it is quasi-uniform
(respectively uniform).

11.4.2. Context-free grammars

With every finite alphabet T (such that € ¢ T), we associate the ranked alphabets
T.=Tu{.} and T,,= T,u (&}. We let &, be the set of equations {(x.y).z=x.(y.z)}
and €,=%,0U{x.e=x, e.x=x}. Hence, V(&) is the variety of semigroups and
¥(&,) is the variety of monoids. We denote by T (respectively by T*) the free
semigroup (respectively the free monoid) generated by T.

We have shown in Section 2.8 how a +-regular system can be associated with a
context-free grammar G = (N, T, P). From now on, we shall denote by S the unique
polynomial system corresponding to this regular system as explained in Section
11.1. It is clear that G has no e-rule iff S; is a polynomial system over T..

The N-tuple L(G, u),.n of languages generated by G is the least solution of Sg
in ?(T*) (or in Z(T") if G has no e-rule). Hence, L(G, u) = L(G, u’) if and only
if U~ @ W,

Conversely, let S=(u=t,,uc N) be a +-regular system over T, (respectively
over T,). There exists a unique context-free grammar (respectively a unique e-free
context-free grammar) G such that S; =Pol(S).

Hence, all our results concerning +-regular systems and their solutions in 2 (T*)
(or P(T7)) or, more generally, in P(M) for M in ¥(&,,) (or M in ¥(&,)) can be
formulated in terms of context-free grammars. In Section 17 we shall show that,
conversely, many results on context-free grammars can be conveniently reformulated
and proved in terms of polynomial systems and transformations of such systems.

12. Polynomial systems and their sets of solutions
Most of this chapter will be devoted to the proof of the following theorem.

12.1. Theorem. Let S be a polynomial regular system and tt' belong to
M(F,,Unk(S)). Thent =% ¢ ifand only if t =545 t' iff t &% s 1.

Although this theorem is similar to Theorem 3.2(1), its proof is much more difficuit.
The reason is that the F,-magma M(F,, U)/ <% sis not a powerset F-magma.
Hence, the proof method of Theorem 3.2(1) does not apply.

Our proof will use several steps, each of them needing technical constructions
and lemmas. Let us immediately mention that our proof does not extend so as to
prove that ¢t =5¢ t' iff t ©¥ g o t'. The characterization of the relation t =% ¢’
remains an open question (see Question 12.22).
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We begin with the notion of a polynomial system which is reduced w.r.t. the
relation =~P. Another one, relative to the relation ~P, will be defined later (see
Definition 14.3).

12.2. Definition. Let S be a polynomial system (as in Section 11.1). We denote by
Unk’(S) the set of unknowns u of S such that u =% (2, i.e., the value of which is
@ for all solution of S (in a power-set F-magma). We let UnkI(S)=
Unk(S)—Unk2(S). A more precise notation would have been Unk2:(S) (or
equivalently, Unkig( S)) since Unk2(S) does not denote the same set according to
whether S is considered as a regular system or as a polynomial one. But this
simplification in notations will not cause any ambiguity in the sequel.

We say that S is ~-reduced if, for all i in [n], p,e M™(F, UnkZ(S)), and p,=
iff u,c Unk2(S).

We now give an algorithm to compute Unk2(S) and to ~-reduce the system S.
Let Uy=#0, Uiy, = U; U {y;|every monomial in p; has at least one unknown in U;}
(note that U1={uj|pj=.(2}). Let Upo=U,uo UyuU,u -+ 0 U;u ---. Since U is
finite, U, is computable.

Let S'=(u;=pi;ie[n]), where pi=02 if u,eU, and p;=Y (Dev(p;)n
M(F, U - Uy)) if u; 2 U,. We shall denote S’ by Red_(.S). With these notations we
have the following proposition.

12.3. Proposition. (1) U, =Unk%(S).
(2) The system S’ is ~-reduced and S runf? S’ (hence, S'=P S).

Proof. (1) It is easy to establish by induction on i the validity of the following claim.

Claim. For all i=0, for all u; in U,, for every powerset F-magma P, for every solution
m=(my,...,m,) of Sin P, mj=0.

Hence, u € U, implies u=~5§ 0.

To prove the converse, let M denote the trivial F-magma reduced to a single
element a and let P=2(M). Then let m=(m,,..., m,), where m;=9 if u;e U,
and m;={a} if u; U,. It is easy to check that m is a solution of S in P. Hence,
uzk 0 if ug U,.

(2) Let d(S)=Card(Unk%2(S)— U,) so that if S is =~-reduced, then d(S)=0. If
d(8)#0, let S; =(u;=pV;1<i=<n), where p{" =Pol( p,[2/u;uc U,]). It is clear
that S runf.rewry S; and that d(S;) <d(S). Hence, this transformation can be
repeated and gives after at most d(S) steps a =-reduced system S’ such that
Srunf} S'. O

In terms of context-free grammars, this transformation consists in eliminating
certain useless productions. Note that we do not eliminate the useless unknowns
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since we want to obtain a system S’ which is =-equivalent to S, hence, which has
the same set of unknowns. The =P-correctness of this transformation is insured by
its expression in terms of runf,.

Remark. Proposition 12.3 is valid with respect to the class of all distributive F-
magmas and not only with respect to P¥. More precisely, Up=
{ueUnk (S)|u =54 2} and Red_ (S) =5 S.

The following definition and lemma will only be used in the proof of Proposition
12.8 below.

12.4. Definition. Given a polynomial system S we define its h-th iterate S" for h=1
as follows:

S"=(u;=Pol(p!);1=<i<n),
pi=p; forallie[n] (hence, S'=25),

h+1

piT =plpi/w, ., pu/ ]

It is clear that p;—% p? for all i, hence, that S unfgy S” for all h=>1.

12.5. Lemma. Let S be a polynomial system. There exists an integer h such that, for
all u; in Unk(S),

*
u; € Unk2(S) iff pf & Q.
)

Proof. Let h be the smallest j = 1 such that U; = Unk(S). Note that j < n. We show
by induction on j that, for all j=1,

L X
u;€ U; implies p] & £ forall j'=j.
)

By the associativity of substitution,
P{H:P{[Pi/ul, L apit/un]s

hence, p! <% Q implies p/ <% Q for j/=j and it suffices to do the proof for j'=}].

This is clear for j =1. Let us considerthe case j+1. Let u;e U, and pi=t,+ - - - + 1

for t,,..., e M(F, Unk (S)). Since every t,, has an occurrence of some u; in Uj,

tm[p{/uls e ap{l/un] (? tm[p{/ula cey '()/ui', .. ']

%
—> {).
P

Hence, pi™' ©% Q.
Conversely, let j be any integer such that p! <% Q. Then u; =% €. Since every
solution of S is a solution of §’, u; =% £, hence, u; € Unk2(S). O



68 B. Courcelle

Note that S” is not ~-reduced in general and is not ~P-equivalent to S.

uniform and Dev(p;) " Dev(p;) =0 for all i, je[n] such that i #j.
It is complete deterministic if, furthermore, F(U) = | {Dev(p;)|1=< i< n} (where
U =Unk(S)). :

This terminology can be understood with the help of the example in Section
11.4.1: the polynomial system S, associated with a finite automaton A is deterministic
iff A is deterministic (i.e., A has only one initial state, has no e-transition, and its
transition relation 7< Q x T X Q is functional w.r.t. its first two arguments); it is
complete deterministic iff A is (i.e., if A is deterministic and, for all ¢ in Q,a in T,
then there exists ¢’ in Q such that (g, a, q') € 7). The complete deterministic systems
are called ‘deterministic’ in [73] and the deterministic ones have no special name
in this paper.

We can now start the proof of Theorem 12.1. The following proposition is a just
special case of it.

12.7. Proposition. Let S be a complete deterministic polynomial system. Let A, A’'c
Unki(S) andt=Y A, t'=Y A. Thent =5t ifand only if A=A, ie, ifft=t".

For later use, note that the stated conditions on ¢, ¢’ could be formulated as
t,t'e MT(@, UnkZi(S)).

Proof of Proposition 12.7. We define an F-magma M with domain M = U = Unk(S)
and operations defined as follows:

fM(u,-l, sy u,‘k =Uu; iff f(u,-l, ey u,-k)EDev(pi).

Since S is complete deterministic, this properly defines fy for all f in F.

It is easy to verify that the n-tuple m = (m,, . .., m,), where m; =0 if u; € Unk2(S)
and m; ={u;} if u; e UnkZ(S), is a solution of S in (M) and that, for ¢, t’ as in the
statement, tpnn(m)=A=Dev(t) and similarly for ¢. Hence, t =%t implies
taom)(m) = tpan(m), hence, A=A’ and t=1".

The converse is obvious. [

We now use this result to establish another special case of Theorem 12.1, which
includes this one.

12.8. Proposition. Let S be uniform and t,t'e M™ (@, Unk(S)). Then t =%t if and
onlyifto¥at.
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The proof of this proposition rests upon a construction of Mezei and Wright [73]
which associates with a uniform system a complete deterministic one and which
generalizes the classical determinization algorithm for finite-state automata.

Construction: Let S be a uniform polynomial system, as in Section 11.1 and let
U={u,,...,u,} =Unk(S). We introduce a new set of unknowns U in bijection
with P(U). We denote by a the element of U associated with a < U. We do not
identify {u;} with u;. Further, we assume that U < % for every finite subset U of 9L

For every k=0, every f in F, every u; ,..., u; in U, we let f_(u,-l, ..., u4;) denote
{u;e U|f(uy,...,u,)eDev(p,)}. This mapping extends in a standard way to P(U )k
by

f(ala--'sak)zU{f(ui,s-“,uik)luileal,“-auikeak}-
We let §=(&=p5;&e U), where
a’=z{f(&1""9a—k)|&1"")&k€l_jaf_(ala""ak)za}'

Equivalently, f(&,,...,a&)ecDev(p;) ifa={u,cU|f(u,...,u,)eDev(p;) for
some u; in a;,..., 4, in a;}. It is clear that S is complete deterministic (but not
necessarily =-reduced). Let also S” denote the set of equations (u; = q;; 1<i<n),
where g; =Y {@|a € U, u;€ a},and §'= S U §". Itis clear that S is a (large) subsystem
of S'.

12.9. Lemma. S'redefs (Su S). Hence, for every P in V(2), mwy(Sels(S))<
Solp(S).

Proof. We verify conditions (1)-(3) of Definition 5.10. Condition (1) holds since it
reads p;e M(F,, U), for all i in [n].
Condition (2) holds since

%
ql2/a;ae U] «— 0.
D
Condition (3) reads:
I
gl ps/@;d e U] - pilgi/us, ..., gn/u,]

(since = 4 coincides with «%) and we shall verify its validity:
Dev(g:[ ps/a;ac U))
=|J {Dev(ps)|u; € a < U}

={f(&l,"'aa—k)|ala"°sakg L]auief—(als"'sak)}'
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On the other hand,

Dev(pilgi/ui, ..., s/ u,])
=U {Dev(f(g;,...,4:,))|k=0,feF,
i,...,ke[n], flu,...,u,)eDev(p,)}
={f(a,,...,a)|k=0, fe F,, there exist i,,..., i, such that
flu;,...,u,)eDev(p;) and w; € ay,...,u, € oy}
=Dev(q[ps/@;ac U)),

by the definition of f. Hence, condition (3) holds and S’ redefs, (Su S).
The second assertion follows from Remark 5.13 and Proposition 4.6(1). 0O

In [73], the construction of § is immediately followed by the deletion of all
unknowns & such that @ ~% 2: we shall do this in Definition 14.3.
In the following lemma we denote by M, (F, X) the subset of M(F, X) defined by

My(E X)=X,  M,.(F, X)=F(M(F, X)).

Note that M,(F, X)= F(X) and F,c M, (F, X) for all h=1.

12.10. Lemma. Let S be a uniform polynomial system, let U =Unk(S), let S" =
(u; = q};ie[n]) beits h-th iterate. If S is complete deterministic, then {Dev(q") lie[n],
Dev(q?) # 0} is a partition of M,,(F, U).

The lemma is proved by induction on h. We omit the details.

12.11. Lemma. Let S be uniform, let U=Unk(S), let S=(a=p;;ac U) be the
complete  deterministic ~system associated with S as above. Let S"=
(u;=Pol(pl);ic[n]) and §" =(a =Pol(p");ac U) be the h-th iterates of S and S
respectively. /

For all t in M, (F, X;) which is X,-linear, for all &, &, ..., a in U the following
conditions are equivalent:

(1) tla/x,..., a&/x]leDev(ps),
(2)  a={weU|t{u/x,,...,u,/x]eDev(p})
for some u; in a,,...,u, in a.}.
This lemma states that $" is ‘something like’ the complete deterministic system
associated with S*. However, we cannot write S" = (S") since, for h=2, S” is not

uniform, hence, the above construction does not apply. We only want to point out
the similarity between Lemma 12.11 and the definition of p;.
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Proof of Lemma 12.11. The proof is by induction on h. The result is trivial if h =1.
Let us establish the result for h>1 by assuming that it holds for h—1. Let
te M, (F, X;) be X,-linear.
(1) =2): If f[a,,..., a]eDev(plt), then t=f(t;,...,14) and there exist
By, ..., Biin P(U) suchthat f(B,,..., B;) e Dev(p;) and g[a,, ..., @ e Dev(ps )
for all j=1,..., L By the induction hypothesis,

B, ={u€ Ulgylu,,..., u,-k]eDev(pﬁ'_‘) for some u; ina;,..., 4, in ax}. (4)

If u,€a, then f(u;,..., u;)eDev(p,) for some u; in B,,...,u; in B,. Hence,
flty, > s, - .., u 1€ Dev(pr,) for some u; in @y, ..., u;, in oy, by (4) and the
linearity of t. Hence, we have proved the < -part of (2).

To prove the other inclusion of (2), let u; belong to the right-hand side of (2)
and u;,...,u;, be the associated elements of a,,...,a. Then f(u;,...,u;)e
Dev(p;) forsome u;, ..., u, such that t,[u;, ..., u, JeDev(p, " forallm=1,...,1
Hence, u; € B1, ..., u; € B;. Hence, u; € a since f(B,, ..., B;) € Dev(p;) (and by the
definition of S). Hence, we have shown the 2 -part of (2).

(2)=>(1): Let us assume (2) and prove that t[&,/x,, ..., &/x]ecDev(p:).

By Lemma 12.10, t[&,, ..., a.] belongs to Dev(p}) for some 8 in U. With the
help of the first part of the proof one obtains a =8. [

Proof of Proposition 12.8. Let us assume that t=u;+---+u, and that ¢'=
w;, + -+ +u;,. Let us also assume that we have proved that

*
u, +t < t' forallm=1,...,k

%
u, +t <t forallm=1,...,1
Im 5,2

It is easy to prove (by using @) that 1+ ¢’ ofgt'and t'+1od, t, whence t o5, 1.
Hence, it suffices to establish Proposition 12.8 for t=u; +¢t and ¢'=u; + - - - +u,.
If iy€{ji,..., i}, then t &% ¢t

We shall assume, without loss of generality, that t=u,+tu,+- - - +u, t'=
u,+ - - - +u. We also assume that t =% t'. For ie[n], let U;={@e U|u;c a and
@ € UnkZ(S)}. Let m = (m;) .o be an arbitrary solution of S in (M) for some M
in 7.

It uniquely extends to a solution m’ of S’ since S is a large subsystem of S". Its
projection m”=1r,(m’) defines (by Lemma 12.9) a solution of S, namely m"=
(m!,..., mb) with m! =Y {m;|a@ e U;}. Hence, tpon(m') =Y {mz|1<i<k ae U}.
Similarly, than(m’) =Y {m;|2<i<k, @€ U}= tymm(m’). Hence,

YalisiskaeU}=5Y(al2<i<kaecU}

since (mz)se g is an arbitrary solution of S.
Hence, by Proposition 12.7,

ﬁlg UzU U3U st Ul—]k.
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This means that & 2——fsi.() for all a € A, where A={ac Ulule a and u; £ a for all
i=2,...,k}.

Let h be the integer associated with S by Lemma 12.5. It follows that p? &% 0
for all a in A. From this, we now prove that

Dev(p7)<Dev(pi)u - - - UDev(pr). (5)

Let te M,(F, X;) be X-linear and let t[u;, ..., u,] belong to Dev(p]). Assume
that it does not belong to the right-hand side of (5) and consider t[{%}, ..., {#;}]
which belongs to Dev(p}) for some 8 < U by Lemma 12.10. Lemma 12.11 shows
that u,€B and that u,,...,u, ¢B. Hence, BcA and Dev(p}) =0, which is a
contradiction.

Note that u;>%p! forall i=1,..., k. Hence, it follows from (5) that

ul+...+uk._i_)pi'+...+P£ei)Pg-*-----*-pzé*_uz-*-...-*-uk
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hence, t «—%g4 t' as was to be shown.
Note that instead of the integer h of Lemma 12.5 it suffices to take
h =Min{i|ps = for all @ in A},

which is smaller in general. [J
We illustrate this complicated proof by an example.

12.12. Example. Let S be the following system:
u=at+b+gu+gv+gw, v=a-+gx,
w=b+gv+gw+gx, X =gu-+gv.

We shall prove that u+v+w =% v+w and that u+v+w o ¥, v+w. To do so,
we construct S:

W=a, uw=b+gw, ux=gl,
W = gx, urw = gwx,

uwx = gv + guv + guw + gow + guow,

uowx = gux + gox + guox + guwx + gowx + guowx,
0=gf.
To simplify the notations we have used uv for {#, v}, etc. and omitted the equations
with right-hand side Q.
Since # =% 0, ux =% £, it follows that @ =% 2 for all @ = {u, v, w, x} such that
uca and v, w£ a. Hence, u+v+w =5 v+ w. Note that p,= 2, Pol( piz) # (2, but

Pol( p3:) = Q. It follows that h =2 suffices in the proof of Proposition 12.8 (see the
final remark).
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Let us verify (5):
Dev(p) ={a, b, ga, gb, ggu, ggv, ggw, gex},
Dev(p2) ={a, ggu, ggv},
Dev(p.,) =1{b, ga, ggx, gb, ggv, ggw, ggx, ggu}.

Hence, Dev(pl)< Dev(p?)uDev(p>), whereas Dev(p,) is not included in
Dev(p,) uDev(p,). Hence, u+v+w o%g pl+pl+pl, <% pi+p, <%z v+w, and
utvtwol,vtw

We now extend Proposition 12.8 to the class of quasi-uniform polynomial systems.
The proof will be based on a construction of independent interest (see Lemma
14.13) that we shall present separately.

12.13. Definition. Let S be a polynomial system (as in Section 11.1). Let us associate
with S a binary relation - on Unk(S) defined as follows:
u; > u; iff u;eDev(p;).

We say that u is cyclic if u —* u and we denote by Cyel(S) the set of cyclic unknowns.
We say that S is cycle-free if Cycl(S) =0. We associate with S a system S’ as follows.
We let g,=Y (Dev(p)nU), rn=% (Dev(p)nF(M(FU))) and §'=(u=
Pol(g;+r});1<i<n), where

(1) q$=2{uj€Cycl(S)|u.~—>* u;},

(2)  ri=X{gljeln], u;>* u}.
12.14. Lemma. S runf} S'. Hence, S' =" S.

Proof. For every j in [n] we shall define a transformation vy; on polynomial systems
with set of unknowns U ={u,,..., u,} such that

(1) v; < runfg,

(2)  Snya-- - valS

Letting S be as in Definition 12.13, and S=(u; = p;;1< i< n), we write Sng iff
the following conditions hold

(3) 1‘5] =Pj’
(4) 2 =P01(Qi[p],'/uj]+ri) if i #j,

where p; = p; if u; & Cycl(S) and p}= p;+ u; if u; € Cycl(S).

It is not difficult to verify that y, & runf3’ (with the notation of the proof of
Proposition 4.13) which proves (1).

Assertion (2) could be proved by an adaptation of the correctness proof of the
classical O(n?)-algorithm for transitive closure. We omit the technical details, but
below we shall give a representative example.

The statements of Lemma 12.14 immediately follow from (1) and (2). O
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12.15. Example. In Table 2, we display S; such that Sy,y,---¥S; fori=1,...,5.
We need not specify ry, ..., rs which are arbitrary elements of M*(F(M(F, U))).
The cyclic unknowns are u,, u,, u;, us. As in Example 4.14, if an equation of S;.,
is not written, this means that it is exactly as in S;.

12.16. Proposition. IfSis quasi-uniform, if1,t'c M™(@, U) andt =% t', thent <%, 1.

Proof. Let S’ be associated with S by Definition 12.13. Without loss of generality,
we can assume that Cycl(S)={u,,..., u} for some k<n. Let C={c,,..., ¢} be
a set of new constants, let F'=Fu C.

If S'=(u;=Pol(q;+r});1<i<n) as in Definition 12.13, we let S"=
(u;=Pol(q] +r});1<i<n), with q] =qi[c;/uy, ..., a/u]for all i in [n]. Note that
S and S” are two polynomial systems over F’ with the same set of unknowns.

Claim. S" =" S.

This means that every solution of §” in (M), where M is an F’'-magma, is a
solution of S, equivalently of S’ by Lemma 12.14.

Proof of Claim. Let m=(m,,..., m,) be a solution of §” in (M), i.e.,
m;=gqi(m)uri(m) foralli

(instead of gim(m) we write q7(m) for simplicity). We have to prove that m; =
gi(m) v ri(m). |

For the inclusion 2 it suffices to prove that qi(m)< qi(m). If d € q{(m), then
d = ¢;u for some j in [k] such that u; >* u. However, ¢; € Dev(q;}), hence, d € m;.
And m; c q{(m) since u; € Dev(q}). Hence, d € qi(m).

Table 2.
S S, S,
Uy =u,+n W=uytustu,+ri+r,
Up=uUstus+r,
Uz =u;+r; Us=u, tu,t+r+r; Uy=uytuytustu,+ri+rtr
Us=ustr,
Us= u5+ Is
53 S4 SS=S'

Uy =u,tu,tustu,

Uy =uytuytuztus

Uy =uy+uy+ U3t us

+rtrtrn +n+rtrtr, Tttt
U= idem Uy = idem u,= idem
Uy = idem Uy = idem Uz = idem

us=us+r,t+rs
u5= u5+ r5
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For the reverse inclusion 2, it suffices to prove that g;(m)< q!(m)u ri(m). Let
d € gi(m). Hence, d € m; for some j in [k] such that u; >* u. Hence, d € gj(m)u
ri(m).

Since u; >*u; and by the definition of S’, Dev(r;) < Dev(r;) and Dev(g})<
Dev(q;). This concludes the proof of the claim. [l

Proof of Proposition 12.16 (continued). Letnow t, t'€ M (@, U) be such that t =% ¢'.
It follows from the claim that ¢ =%, ¢. However, S” is uniform since the cyclic
unknowns of S’ have been replaced by constants. Hence, t<>%. 5 t' by Proposition
12.8; let yitoggti ©Ogghes g -t be a sequence of rewritings. Let
9:M(F,0oC, U)->M(F,,U) be the substitution such that 6(w)=
wluy/c, ..., w/ el '

It is easy to prove that w <4 w' implies 6(w) <4 6(w') and that w » 5. w’ implies
6(w) -5 6(w'). Hence, this gives

t<— 0(t) «—> (¢ s e t.
. (1) ppe (1) pp

By Lemma 12.14 and Proposition 4.3, Sunfg S’, hence, u; >%4 g;+r} for all i
Hence, w<>¢ w' implies w %45 w'. And this shows that t<¥, 1. O

The last step of the proof of Theorem 12.1 will use a construction which transforms
an arbitrary polynomial system into a quasi-uniform (polynomial) one. This con-
struction is an obvious extension of the one of Proposition 7.12 and as we did there,
we denote by Ufm(S) the result of the construction applied to S. Since we want
Ufm(S) to be polynomial and not simply +-regular, some reorderings of the
monomials may be necessary. Hence, we obtain the following proposition.

12.17. Proposition. For every polynomial system S, one can construct a quasi-uniform
polynomial system Ufm(S) such that S< .S’ rfldg Ufm(S) (for some polynomial
system S'). Hence, S =yus).o Ufm(S). If S is a Greibach system, then Ufm(S) is
uniform.

To give an example, the system

S=(u,=u+ f(u,, g(uy, f(u,, u))), u,=a + h(u,, f(uy, u,)))
is transformed into

Ufm(S) =(u, = uy+ f(u,, u3), uy= a+ h(u,, uy), us= g(u,, uy),

uy=fuy, uy)).
Letting S'=Ufm(S), we have the following lemma.

12.18. Lemma. If, w,w'e M(F,, Unk(S)), weo¥ o w' implies wo¥g w'.

Proof. Let U =Unk(S) and U'=Unk(S")={u,,..., u,},m=n. For u in U' - U,
let @ be the unique element of M(F, U) such that u > %,y i
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Let 6:M(F,,U)>M(F,,U) be the substitution such that 6(s)=
sla/u,ue U — U]. As in the proof of Proposition 12.16, we show that 6 transforms
a sequence of rewritings s &% 4 s’ into one of the form 0(s) &% 4 8(s’) (note that
0(w)=w and 6(w')=w').

If &g s, then 8(s) 4 0(s'); this is clear since <> g is closed under substitutions.

If s> s, then 6(s) »%5 0(s"); this is not so clear since S and S’ are ground
rewriting relations and since # modifies the elements of U’. In fact, it suffices to do
the proof in the following two cases by letting S’ =(u; = pi;ie[m])).

Case 1: s=u;, s'=p}, 1<i<n. In this case, 0(s)=u; and 0(s') &% p; so that
u;= 8(s) >%g 6(s).

Case2: s=u;,s'=pl ic{n+1,..., m}. Inthis case, 8(s) = 6(s’) so that the result
trivially holds. [J

We can finally prove the main result of this section.

Proof of Theorem 12.1. Let S be a polynomial system (as usual) and U = Unk(S).
Let t,t'e M(F,,U) be such that tr=%5t. Let S’ be the system Su
(U, .+, =Pol(t), u,.,=Pol(t')), where u,.; and u,_, are two new unknowns. It is clear
that u,,, =% 4,10 f u,,; ©% 5 u,.,, then Pol(t) &% 5 Pol(¢') (it suffices to substitute
Pol(t) for u,,; and Pol(t') for u,,, everywhere in the sequence of rewritings
transforming u,., into u,.,), hence t %4 1.

Hence, it suffices to do the proof of Theorem 12.1 for ¢, ¢’ in U. Without loss of
generality we can assume that ¢t =u, and t' = u,.

If S is quasi-uniform, the result follows from Proposition 12.16. Otherwise, let
S’ be the quasi-uniform system associated with S by Proposition 12.17. Since §' =%, S,
one has t =%, t'. Hence, t ¥ 4 t' by Proposition 12.16 and <%, t' by Lemma
12.18. O

Fact (11.3.4) yields the following characterizations of the relations S <* §’ and
s=Fg.

12.19. Corollary. For every two polynomial systems S and S’ with the same set of
unknowns U, for every t, t' in M(F,, U),

(1) =51 ifft =g 1,
(2Q) SsPS iffSs, S,
(3) S=PS iff S=, 8"

12.20. Corollary. The condition t ¥ t' is decidable. Hence, t =% t,S <* S', and
S =P S’ are decidable.
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Proof. Let us examine all steps of the proof of Theorem 12.1, and, in particular,
the characterizations of ¢ =% ¢'. That of Proposition 12.7, namely Dev(¢) = Dev(t'),
is decidable. The condition (4) of the proof of Lemma 12.11 is also decidable and
the integer h can be computed.

These two conditions are used to characterize t =, ' in the proofs of Proposition
12.16 and Theorem 12.1 by means of effective transformations of systems. Hence,
the property t =% t’ is decidable. (]

The results of Corollaries 12.19 and 12.20 also hold for +-regular systems. They
show that the class of distributive F-magmas and its subclass consisting only of
powerset F-magmas yield the same relations on polynomial systems, as well as on
polynomials.

Another consequence is that the transformation rule eqg (introduced in Definition
3.5) is correct and complete w.r.t. the =P-equivalence of polynomial systems.

But this result raises a few (probably difficult) questions (for which we do not
make any conjecture).

12.21. Question. The transformation rufld, is =P-correct; is it =P-complete, or
equivalently, is it =g-complete?

Next comes the investigation of =%, in the case where & is linear and balanced.
The proof of Theorem 12.1 does not positively answer the following question (where
t,t'e M(F,,Unk(S))).

12.22. Question. Is it true that tz‘;’g t'iff te¥g,¢t'? If not, find an alternative
characterization of the relation t =5 t'. Is it semidecidable?

In order to establish the validity of the ‘iff’ it suffices to establish it for all uniform
systems S and for all 7, ¢ in M (@, Unk(S)) since the last steps of the proof of
Theorem 12.1 can easily be extended to =% and ©saus.

A positive answer to the following question would yield a positive answer to
Question 12.22. As before € is linear and balanced.

12.23. Question. Is the = -correct transformation rufld, ¢ also ~%-complete? If
not, find a =%-complete set of transformations.

Concerning undecidability we have the following results, which come from the
case of regular systems since a regular system over F can be considered as a
polynomial system over F with no occurrence of +.

12.24. Proposition. Let & be a set of linear and balanced equations, let S be a regular
system over F and w,w'e M(F,Unk(S)). Then w=g,w iff wols w iff
weE¢ w'. Hence, the relations t z‘;‘g t' and t &% 4 ¢ t' are undecidable (where € is
a finite set as above, S is a polynomial system, and t,t' are in M(F,, Unk(S))).
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Proof. Since w e ¥, w' implies w %4 ¢ w' which implies w ~5 ¢ W', it suffices to
prove that the latter implies w <> ¥ ¢ w'. So let us assume that w z‘s’,g w', U=Unk(S),
and consider M=M(F, U)/ <%_¢. Since & is linear and balanced, P=2(M)
belongs to ¥(&). Assuming that U ={u,, ..., u,}, the n-tuple ([u],...,[u,]) is a
solution of S in M. Hence, the n-tuple m = ({[u,]1}, ..., {[u.]}) is a solution of S in
P. Hence wp(m)=wp(m). But Lemma 10.5(2) gives us wp(m)=wy(m)=
{wm([u], ..., [u. )} ={[w]}, and similarly for w’ so that [w]=[w']. Hence,
w <> % ¢ w'. The second part of the proposition follows then from the undecidability
result of Proposition 3.3. [

Note that this proposition is consistent with positive answers to Questions 12.21
and 12.22.

12.25. Remark. Let us consider the special case of context-free grammars, i.e., of
polynomial systems over T, in the context of &, (see Section 11.4.2).
(1) If G and G’ are two grammars having the same set of nonterminals, then

b . . P
S =4 _Sc implies S = g Sc,

i.e., the former implies that the systems associated with the two grammars have the
same n-tuples of languages over T as solutions. The converse is not true (although
T* is the free monoid for the reasons given in Remark 3.7).

Consider Sg=(u=au+b) and Ss =(u=aau+ab+b). They have the same
(unique) -solution, namely a*b in 2 ({a, b}*). But it is not difficult to construct a
monoid M where their sets of solutions are distinct. Since S; unfg S, this shows
that the transformation unf is not ="-correct.

(2) On the other hand, Berstel has shown in [8, Theorem 1.7] that if in a
polynomial system S one replaces an unknown by the right-hand side of its defining
equation at only one of its occurrences in a right-hand side, then the system S’ that
one obtains and the system S have the same solutions in P(T%*).

One might conjecture that the same holds in the slightly more general situation
where Sunfg ¢_S'. However, this is not the case as shown by the example of
S=(u=v+a, v=u+b)and S'=(u=u+a+b, v=v+a+b)since ({q, b}, {a, b}*)
is a solution of S’ which is not a solution of S.

13. Polynomial systems and their least solutions

Our aim is now to characterize the relations t ~3 4 t', S <% " and S ~§ S, where
€ is a set of equations. The characterizations we shall obtain will be based on the
following theorem of Mezei and Wright [73] that we have already stated in a more
general form for regular systems (Lemma 5.3).

13.1. Proposition. Let S be a polynomial system, M and M’ be two F-magmas and
h be a homomorphism M->M'. Then u-Psoly(S) = h(u-Psoly(S)), ie., the least
solution of S in P(M') is the image under h of its least solution in P(M).
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Proof. Let us extend h into a mapping P(M) > P(M') by h(A) ={h(a)|a € A} for
A< M. Then h is a homomorphism of distributive F-magmas which is w-continuous.
Since h(@)=0 and h(pm(A,,...,A,))=pm(h(A,),...,h(A,)), for every p in
M(F., X,), the conditions of Lemma 5.3 are satisfied and the result immediately
follows. [

13.2. Definition. Let S be a polynomial system with U =Unk(S) ={u,, ..., u,}. Its
least solution in (M(F)) is an n-tuple of subsets of M(F) (i.e., of sets of trees)
that we denote by L(S) or by (L(S, u,), ..., L(S, u,)). For Lc M(F) and M in ¥
we denote by Ly the set {ty| £ € L}, where 1y, is the value of 1 in M (or, equivalently,
t—> ty is the unique homomorphism M(F)->M).

The following proposition is an immediate consequence of Proposition 13.1.
13.3. Proposition. u-Psoly(S) = (L(S, u)m, - -, L(S, t,)m)-

For t in M(F,, U), we denote by L(S, 1) the set of trees tpmr)(L(S)). We now
characterize this set in terms of rewriting sequences. In addition to the ground
rewriting system S on M(F, u U) we associate with S (as in Section 11.1) a ground
rewriting system on M(F u U) defined as the set of pairs:

Dev(S)={(u;, t)|ie[n], t e Dev(p,)}.

The following lemma states a relation between = 5 and - peys)-

13.4. Lemma. Let te M(F,., U) and w'e M(F, U). Then w'e Dev(t') for some t'
such that t > t' iff there exists a w in Dev(t) such that w > s, w'.

We omit the proof which can be done by standard techniques.
The following result is nothing else than an adaptation to the present case of the
theorem of Ginsburg and Rice [51] recalled in Section 2.8.

13.5. Proposition. For t in M(F,, U), L(S, t)={w'e€ M(F)|w >} W' for some
w in Dev(t)}. Hence, L(S, t)={w'e M(F)|w’ e Dev(t') for somet' in M(F,, U) such
that t >% t'}.

The first equality is in fact a corollary of the theorem of Ginsburg and Rice since
if one represents the elements of M(F, U) as words written with the Polish prefix
notation, Dev(S) is a context-free grammar (in the usual sense) with set of nonter-
minals U. Nevertheless, we shall indicate the main steps of the proof for the sake
of completeness.

For win M(F, U) and k=0 we let L*(w)={w'e M(F)|w = Devs) W, m=< k} and
L(w) =\ U{L*(w) | k=0}.
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13.6. Lemma. Let we M(F, U). Then, for all k=0, L*(w)< w[oL*(u,)/u,
ooy L*(un)/ u,) and L(w) = wloiL(u))/ uy, ... ., L(u,)/ u,].

Proof. One proves the first assertion by induction on k, simultaneously for all w.
The inclusion < of the second assertion follows. The inclusion 2 can be easily
proved by structural induction on w. [

Proof of Proposition 13.5. By Lemmas 10.5(2) and 13.6, (L(u,),..., L(u,)) is a
solution of S in P(M(F)).

Let (L,,..., L,) be an arbitrary solution of S in #(M(F)). By using Lemmas
13.6, 10.5(2) again, one can prove that L*(u;)< L, for all k=0, all i in [n], by
induction on k. Hence, L(u;) < L; and (L(w,), ..., L(u,)) is the least solution of S,
i.e., L(u;) = L(S, u;) for all i. Hence, for t in M(F,, U),

L(S, t) = tamer)(L(S, wy), ..., L(S, u,))
=Dev(t)o[L(S, u),..., L(S, u,)] (by Lemma 10.5(2))

=\ {wlL(S, uy),..., L(S, u,)]|we Dev(t)}
=\ J{L(w)|weDev(t)} (by Lemma 13.6)
={w’€ M(F)IWT*Z;) w’ for some w in Dev(t)}.

The second equality follows from Lemma 13.4. (I

Proposition 13.5 shows that one can recognize the set of trees L(S,t) by a
nondeterministic, finite-state, bottom-up tree-automaton (see [ 16, 44, 50]); it is recog-
nizable. It follows, in particular, that properties like L(S, t) = L(S, t') or L(S, t)n
L(S, t')=@ are decidable.

We now want to characterize the relation ¢t ~%5 ¢ t'. Let & be a fixed set of equations.
We shall use the following notations:

e [w] for {w'e M(F)|we% w}, we M(F),
e [L] for {{wl|we L}, Lc M(F),

e [L(S)] for ([L(S, u,)], ..., [L(S, u,)]),

e MY for M(F)/e%.

13.7. Theorem. Let S be a polynomial system, let € be a set of equations, let t,t' be
inM(F,, U). Thent ~% . t' ifand only ift ~%g t' ifand only if [L(S, )] = [ L(S, t')].

Proof. Let M e ¥(%), let h and h° be the canonical homomorphisms M% > M and
M(F)->M% respectively. The same notations will be used for their respective
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extensions to (M%) and ?(M(F)). Hence,

p-Psolye(S) = h%(L(S)) (by Proposition 13.1)
=[L(S)],

and
tpm%)(-Psolye(S)) = h®( taemcen(L(S))) = h°(L(S, 1)) =[L(S, 1)].

Hence, t ~ 5y t'iff [L(S, 1)]=[L(S, t')]. It is clear that t ~§¢ ' implies  ~5mg t'.
Since tp o (p-Psoly(S)) = h(tpmmy)(p-Psolyg(S))) (by Proposition 13.1), the con-
verse also holds. [J

Characterizations of S <% S'and S ~% S’ immediately follow, but they are undeci-
dable in general.

13.8. Proposition. The relations t ~3 . t', S<3 S, and S ~% S’ are undecidable in
general, even if the word problem for & is decidable. They are decidable if € = .

Proof. Let F= T, and & = &, define the theory of monoids, and assume that ¢t and
t' belong to Unk(S). By Theorem 13.7, t ~3 ¢ t' is equivalent to [ L(S, )] =[L(S, t')].
And this is equivalent to the equality of the context-free languages L(G, t) and
L(G, t') if G is the context-free grammar such that Pol(S) = S5 (see Section 11.4.2).
Hence, the problem of deciding whether L(G, u)=L(G, u’) for a context-free
grammar and two of its nonterminals » and ' (which is undecidable) reduces to
the problem of deciding whether ¢t ~% ¢ t'. The latter problem is undecidable, too.

The undecidability results concerning S=<%5 S’ and S~5 S follow from
Lemma 3.4.

If €=, deciding whether ¢ ~% ¢ ¢’ reduces to deciding whether L(S, t) = L(S, t')
and this is decidable since L(S, t) and L(S, t') are both recognizable sets of trees. [

Our next purpose is to compare the relation ¢t ~% ¢ t' with the relation t ~ 55 ¢ t'.
Clearly, we shall need to assume that & is linear and balanced (this was not
necessary in Theorem 13.7).

Let us recall from Section 5 that we denote by (T(S, u,), ..., T(S, u,)) the least
solution of S (which is a regular system over F,) in M*(F,), and by T(S, t) (if
te M(F,, U)) the tree t[T,(S, u,)/u,,..., T(S, u,)/u,] which is equal to
e (r) (1-Soly=(g,)(S)).

Since Dev is the unique w-continuous homomorphism: M*(F,) > P(M(F)), it
follows from Proposition 5.2 that Dev( T(S, u;)) = L(S, u;) for all i e [n], hence, that
Dev(T(S, t)) = L(S, t). With the notations of Theorem 13.7 we have the following
corollary.
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13.9. Corollary. Let &€ be a set of linear and balanced equations. Let S be a polynomial
system and t,t'€ M(F,,Unk(S)). Then the following properties are equivalent:

(i) t~5et,

(i) t~saoe t,

(iii) [L(S, )]=[L(S, 1],
(iv) T(S, 1)=goe T(S, 1').

Proof. (ii)=>(i) follows by the properties stated in Section 11.3 since ¥ is linear
and balanced.

(i) © (iv) follows from Theorem 5.4.

(i)¢ (iii) is a consequence of Theorem 13.7.

(iii) & (iv) follows from Proposition 10.8(4) (using the fact that € is linear and
balanced) and the above remark that Dev(T(S, ¢)) = L(S,t). O

14. Transformations of polynomial systems and ~-equivalence

Following our general program, we now investigate the ~%-correctness of system
transformations.

Up to now we know that the following transformations are ~g _g-correct:
rufld, ¢, unf, ¢, redef, &, eunf.

If € is linear and balanced, ~% coincides with ~4 % and these transformations
are ~%-correct. However, by Proposition 13.8, this set of transformations is not
~%-complete. Moreover, there cannot exist in general any recursively enumerable
~%-complete set of transformations since the relation ~% is not recursively
enumerable.

If €=¢, this negative argument breaks down; hence, one can try to find a
~P.complete set of transformations, but we shall not be able to provide any. We
shall prove a ~P-completeness result where the restriction to a subsystem is used
in addition to the above transformations. And the proof of this result will use a
notion of ~P-canonical system based on the determinization introduced in the proof
of Proposition 12.8.

We first introduce a new ~ g-correct transformation that will help us to transform
a polynomial system into a cycle-free one.

14.1. Definition (elimination of cycles). Let S be a polynomial system (as in Section
11.1). Let j € [n] be such that u; € Dev( p;) and let S’ be the system (u; = p{;1<i<n),
where p;=p; if i#j and Dev(p}) = Dev(p;) —{u;}. We then write Sncyel S'. It is
clear that Cyel(S’) < Cycl(S).
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14.2. Proposition. If S ncycl S', then S’ ~4 S(hence, S’ ~" S).

Proof. If S ncycl S’, then S’ fld,S since, for any equation of S’ of the form u=p,
one has peg p+pge—u+tp.

Hence, wu-Solp(S) < u-Solp(S’), but this does not prove the equality since fldg is
not ~ -correct in general (and for this reason we have introduced ncycl as a separate
transformation).

However, since plp<p:p for all i, Sp=<Sp and Sp(Lp)=<Shp(Lp) for all h=0.
Hence, u-Solp(S’) < u-Solp(S) and the equality holds. (1

We now consider the ~-reduction of polynomial systems, which extends the
results at the end of Section 5.

14.3. Definition. Let S be a polynomial system. Let Unk2(S)={ue Unk(S)|
u ~% 2} and UnkZ(S) = Unk(S) — Unk? (S). We say that S is ~-reduced if, for every
u; in Unk(S), p;e M*(F, Unk*(S)) and u; € Unk’(S) iff p,= Q.

We let S'=(u;=pj;ic[n]) be the system such that p;=Pol(p[Q2/u;
1 € Unk2(8)]) if u; € Unk*(S) and p! = 2 otherwise. It is also denoted by Red_(S).

These definitions generalize those of Definition 5.15 for regular systems and are
fully similar to the ones given in Definition 12.2 with respect to =%. As in definition
12.2, a more precise notation would have been Unk°+(S) or Unk‘l@(S), but the
remarks made there apply here as well.

As in Definition 12.2, we can compute the set Unk’(S). Let U = Unk(S) and let

Up=0, Un.=Uu{ue U|Dev(p)n M(F, U)#6}.

Hence, U, is the set of unknowns u such that u—p.,s) w for some w in M(F) (in
the case of context-free grammars, this corresponds to the left-hand sides of terminal

productions). In words, U,,, is the set of unknowns u; such that u;e U, or there
exists a monomial in p; with all its unknowns in U,.

Let Uo=\J{U;|i=0}. Since U,c U,c - - - € U;c - - - < U and U is finite, Up =
U, for some i and U, can be effectively computed.

14.4. Proposition. (1) Unk’(S) = U..
(2) Sredefy' Red_(S). Hence, Red_(S) ~4 S and Red_(S) is ~-reduced.

Proof. (1) It is clear that u e U,, implies L(S, u) #0, hence, u€ Unk’(S).
One can apply Scott’s Induction Principle to the property P such that

P(x,,..., %) N{x; =0|u; € Unk(S) — Uy}.

This shows that u g Unk”(S) if u g U,.
Part (2) is proved by an easy adaptation of the proof of Proposition 5.16. [
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This transformation corresponds to the usual reduction step of context-free
grammars consisting in the deletion of nonterminals which do not generate any
word. Here we do not delete the nonterminals since we want to compare the new
grammar to the given one by means of an equivalence relation which concerns pairs
of regular systems having the same unknowns.

We now prove some properties of deterministic polynomial system, for they wil
play a crucial role in the construction of a ~P-(or ~g4-)canonical system, and this
construction will give us a ~*- (or ~5-) completeness result.

14.5. Lemma. If S is a deterministic polynomial system, if u, u'€ Unk(S), and u' # u
then L(S, u)n L(S, u')=0. '

Proof. Let us recall from Section 13 that L(S, u) ={t€ M(F)|u —3}..s) t} for every
polynomial system S. Let S be deterministic. Then the ground rewriting systen
R =Dev(S) ™! has no critical pair (hence, is confluent) and is Noetherian. Hence
every t in M(F, U) (where U =Unk(S)) has a unique R-normal form nfg(t) anc
L(S, u) ={te M(F)|nfg(t)=u). Since nfg(¢) is uniquely defined, one cannot have
simultaneously ¢ in L(S, u) and in L(S, u’) if u'#u. [

14.6. Lemma. Let S and S’ be two ~ -reduced deterministic polynomial systems. Thei
S~ S8 iff S=9".

Proof. Let us consider S. Let s belong to F(U),say s=f(u;,..., u;),andletie[n]
Claim. seDev(p;)iffu, ..., u, € UnkZ(S) and f(L(S, u;), ..., L(S, u;,)) < L(S, u;)

Proof. The ‘only if” part immediately follows from the definitions.

Conversely, let u;, ..., u, € UnkZ(S) be such that f(L(S,u),..., L(S,u,))<
L(S, u;). For each j=1,...k, let ¢ be an element of L(S, if,-j) and t=f(t,,..., &)
Hence, te L(S, u;).

By the proof of Lemma 14.5, t,—% u; for all j, hence, t—% f(u;, ..., u,). Since
R is confluent and Noetherian, f(u;,...,u,) =% nfg(t) =u;. In fact (since S i
uniform), f(u;,...,u,)—>rw;, ie., f(u,...,u;)eDev(p;). This proves th
claim. O

Proof of Lemma 14.6 (continued). Let S and S’ be deterministic, ~-reduced, anc
~g-equivalent (S is as in Section 11.1 and S'=(u;=p];1<i<n)). For all i ir
[n], p;=Q iff pi=Q (since S’ ~* S and they are both ~-reduced). If p; # £, ther
Dev(p;) # 0. The claim and the hypothesis that S’ ~5 S (Whence L(S’, u;) = L(S, u;
for all j in [n]) prove that Dev(p;) < Dev(p;). By symmetry, the equality holds
Hence, S = S'. (We have an equality since the polynomials in the right-hand side:
of S and S’ are ordered in a canonical way.) [
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14.7. Definition. A polynomial system S is quasi-deterministic if there exist U, and
U, such that:

(1) Unk(S)= Uyv U,, Uyn U, =,

(2) U,<Unk’(S),

(3) S| U, is a subsystem of S and is deterministic,
(4) p.e M (@, U,) for all u; in U,.

Hence, a quasi-deterministic system is quasi-uniform and has no cyclic unknown.

It is easy to verify whether a given system is quasi-deterministic (the verification
of condition (2) uses Proposition 14.4) and there exists at most one pair (U,, U,)
satisfying conditions (1)-(4). Note that by conditions (2) and (4), S| U, and S are
necessarily ~-reduced.

We now modify the construction in Section 12 in order to associate a quasi-
deterministic system with a uniform system S.

Construction. Let S be a uniform system, let S be the associated deterministic
system (cf. the construction in Section 12). Let now U, =Unk*(5) and S, be the
system Red_(S)| U, . Let S” be the set of equations (i; = g;;1<i<n), where ¢, =
Y{d|ae U,,u;ea} for i in [n] and let S'=S8"US,. The system S’ is quasi-
deterministic (for the partition (U, U,) of its set of unknowns). Let us denote S’
by Qdet(S). With these notations, we have the following proposition.

14.8. Proposition. Let S be a uniform polynomial system. Then Qdet(S) redefs(S U
Sy) and S ~ g yuk(s) Qdet(S).

Proof. We verify conditions (1)-(3) of Definition 5.10 as in the proof of Lemma
12.9, where S, is the subsystem which is common to Qdet(S) and (Su S.).
Condition (1) holds from the definition of Qdet(S) and so does condition (2),
exactly as in the proof of Lemma 12.9.
The computations done in the proof of Lemma 12.9 for proving condition (3)
can be adapted as follows (with S, =(a@ =p;;ae U,)):

Dev(q.[ps/@;ac U,]
=U{f(a,,...,a)|a,...,ac U, and y,ea,ac U,,
where a = f(a,, ..., o)},
Dev(pilqg./uy, ..., q./u,])
={f(a,,...,a&)|k=0, fe F, there exist i,,..., i such that
flu,...,u,)eDev(p,), u, €a,,...,u, €y and a,..., ae U,}

=Dev(q[ps/a;ae U+]),
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by the definition of f(a, ..., ax) (see the construction in Section 12) and the fact
that a,,...,d.c U, and a = f(a,,..., a;) implies @ € U, (this follows from the
definition of S). Hence, condition (3) holds and Qdet(S) redef,, (S U S, ). The second
assertion follows from Corollary 5.12. [

The following lemma will help us to prove that Qdet(.S) is nearly ~P"-canonical
(it is not exactly since Qdet(S) is not ~P-equivalent to S since their sets of unknowns
are different; furthermore, Qdet(S) is defined only if S is uniform).

149. Lemma. For every a in U, L(S a)=( {L(S, u)|ueca}nN{M(F)—
L(S, u)|u € Unk(S) - a}
Proof. From Lemma 12.9, it follows that
L(S, u)=\J{L(S,@)|@ae U, ue a}.
Hence,
L(S, @)s(ML(S, u)|uea}
and since L(S, @) L(S, B) =0, for Be U, B #a,
L(S,u)nL($,B) =9
whenever B< U, ug .
Hence,

L(S, &)= (M{L(S, u)luea}mﬂ{M(F)—L(S,u)|u£a}. (6)

The collection of all sets L(S, @) for a < U forms a partition of | J{L(S, u)|ue
Unk(S)} and so do the right-hand sides of the inequalities of the form (6) (for all
a < U). Hence, the equality holds in (6) forall ac U. U

14.10. Proposition. Let S and S’ be uniform. Then S ~ 5 S’ iff Qdet(S) = Qdet(S’).

Proof. Let S and S’ be uniform systems such that S ~5 S’ (and let U =Unk(S) =
Unk(S’)). They have the same least solution in M(F), i.e., L(S, u) = L(S’, u) for all
u in U. Hence, L(S, @) = L(S", @) for all a < U (by Lemma 14.9), hence, S ~4 S'.
It follows that S, ~ S,. Since they are ~-reduced, they are equal by Lemma 14.6.
Hence, Qdet(S) =Qdet(S"). O

14.11. Example. Let S=(u=fu+a+b, v=fv+a)and S'=(u=fu+fo+a+b, v=
fvo+ a). The system S is (with the notational convention of Example 12.12)

S=(i=fi+buw=fuv+a, v=15,0=10).
One then obtains (after the ~-reduction step)

Qdet(S)=(u=u+uv, v=uv, 4 =fu+b, uv = fuv+a).
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For S’ one obtains
S'=(i=fii+buv=fuv+fo+a, 6=0,0=f0)

(note that S'# S), but after the ~-reduction steps which eliminates # and @, one
obtains Qdet(S’) = Qdet(S). This shows that S ~4 S’.

The following corollary of Proposition 14.10 shows the ~P-completeness (in a
limited sense) of the set of transformations {redefs, redef3'}.

14.12. Corollary. Let S and S’ be two uniform polynomial systems having the same
set of unknowns. Then S ~g S’ iff there exist two quasi-uniform systems S, and S,
such that

S < S] redef;)zl . l'edef@ S2 =2 S'.

Proof. Let U = Unk(S) = Unk(S’).If S, and S, are as in the statement, then S, ~4 S,
hence, S ~gu S, and S ~g ¢y S, 16, S ~5 S'.

Conversely, if S ~5 S', then one cantake S, = SuU S, and S, = §’u §',. Proposition
14.10 shows that Qdet(S;)=Qdet(S,) and the result follows from Proposition
148. O

14.13. Lemma. Let S be a polynomial system. One can construct a system R and a
uniform system T such that S < RT¢ T, where J,={rufldg, ncycl}.

Proof. The proof will use two main steps by which S is successively transformed
into a quasi-uniform system S, and then into a uniform system T.

First step: For the first step we let S, =Ufm(S) so that there exists R such that
S c,Rrfldy S, and S, =g ¢, S by Proposition 12.17.

Second step: Let S} be the system associated with S; by Definition 12.13 and such
that S; runf} S| (by Lemma 12.14). Its set of unknowns is U’ and, for every two
equations u=p and «'=p’ such that u > p.s;) ¥’ = Dew(s)) U, One has p=p’ (since
polynomials are ordered in a canonical way).

Let Uj be a subset of Cyel(S}) of the form Uj={u’|u’ ->De,(sl) U > Deys)) u'} for
some u in Cycl(S}) and such that Card(U}) = 2. Without loss of generality we can
assume that U ={u,,..., u} and S{=(u;=p;;1<i<n). Hence, p,=-- - =p.=p,
and p; =u,+u,+ - - - +u+r for some r in M*(F, U) such that Dev(r)n U} =0.

We have S;rfld T, runfy T}, where T, is as S] except that the equation u; = u,
replaces the equation u; = p; for every i=2,3,..., k and where T} is as T, except
that the equation u, =Pol(u, +r[u,/u,, ..., u;/u.]) replaces the equation u,=p,.
Hence, S rufld} T3.

This transformation can be applied to T} yielding T3 such that T; rufld} T, and
to T5, etc., until one obtains a system T} where all sets like U} above are singletons.
Let S = T} so that S rufld} S} and, in S{, an unknown u; is cyclic iff u; € Dev(p),
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where p is the right-hand side of its defining equation in Si. Hence, there exists a
cycle-free system S7 such that Sy ncycl* S (the cyclic unknowns of S7 are made
noncyclic by several applications of ncycl). An obvious adaptation of the proof of
(3)=(4) of Theorem 8.8 to polynomial systems yields a uniform system T such
that Sy runf? T.

To summarize, we have

S, rufld® .ncycl™.runf} T
(hence T ~4 S,, but due to the presence of ncyel, T #, S, in general). Hence, we
have SS RI¢T. O

We shall now extend Corollary 14.12 to pairs of polynomial systems which are
not uniform. It will not be more difficult to formulate this extension for systems S
and S’ such that S ~g w S’ for some W< Unk(S)~Unk(S’) so that we shall also
obtain an extension of Proposition 7.5.

14.14. Theorem. Let S and S’ be two polynomial systems and W be a subset of
Unk(S) " Unk(S’). Then S ~g w S’ if and only if there exist a renaming a and two
polynomial systems R and R’ such that a is the identity on W, Unk(a(S)) »n Unk(S') =
W, and a(S)< RT*R'2 S', where I = {rufldg, ncycl, ncycl ', redef,, redef'}.

Proof. The ‘if’ part is an immediate consequence of various preceding results. We
only prove the other direction.

Let S and S’ be such that S ~¢, , S'. We first assume that W = Unk(S) » Unk(S’)
and we let a be the identity. By Lemma 14.13, there exist systems S, S,, S}, S5
such that S, and S} are uniform and

§$c8,95S,,  §'<8195S:  Unk(S;) nUnk(S3)=W,

(where 7 is as in Lemma 14.13). This implies that S, ~g w S3.
The construction of Proposition 7.5 can be applied to S, and S5 and produces
uniform systems S; and S} such that

S, 8; (say, S;3=S,uT,),
S5 Sy (say, S3=S5uT)),
S3 ~q Si.
From Propositions 14.10 and 14.8, it follows that
Qdet(S;) = Qdet(S3),
Qdet(S;) redefs;(S;u T;)  (where T; = S, (cf. the construction)),
Qdet(S}) redef, (S5U T;)  (where T=S5.,).
Hence,

Sg (Sl (. T2U T3)g—:)k(S2U TzU T3) redefél Qdet(S3)
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and similarly for S’ so that the result holds with R=S,u T,u T; and R’ = S}u Thu
Ts.

If W< Unk(S)nUnk(S’) one defines a as in the proof of Proposition 7.5 and
the above proof works with a(S) instead of S. [

14.15. Open problem. Is the set consisting of the transformations rufldg, unf,, eunf,
redef 5, ncycl, and their inverses ~5- (equivalently ~°-) complete? If it is, this means
that if S ~® S’, one can transform S into S’ by using these transformations and
without introducing auxiliary unknowns as we do in Theorem 14.14, even if W =
Unk(S) =Unk(S’). If it is not, the problem is to find another one which is.

15. Polynomial systems having a unique solution

We shall give sufficient conditions insuring that a polynomial system has a unique
solution in some powerset magma ?(M). We shall obtain necessary and sufficient
conditions for the cases where M=T* and M=T" which arise from the study of
context-free grammars.

15.1. Definitions. Let M be a set and & be a set of total polyadic operations on M.
Let > be the binary relation on M such that

m-om' iff m=a(m,,...,m,m m,...,m)
for some k-ary a in % and some m,, ..., my.

We say that M is well-founded with respect to % if there is no infinite sequence

m=>my;=> " =>Mp=>Mpiy° .

Let S=(u; = p;;1<i=< n) be a polynomial system over F and M be an F-magma.

For every element ¢t of M(F, U), let f be the unique element of M ( F, X;) such that

(i) Var(f) =X, and f is X;-linear,

(i) t=7[u;/x,,...,u,/x] for some i,,..., i,

(iii) x; is to the left of x;,, in 7 (assumed to be linearly written) for 1<i<k
Note that k =|t|. By fy we mean the total mapping: M* > M, associated with 7.
Hence, the arity of #y, is equal to |t|.

Let F(M, S) ={fm|t € Dev(p;), ic [n]}. We say that M is well-founded with respect
to S if M is well-founded with respect to (M, S). These definitions are motivated
by the following result:

15.2. Proposition. Let S be a polynomial system over F, let M be an F-magma which
is well-founded w.r.t. S. Then S is P(M)-univocal.
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Proof. Let (A,,..., A,) be the least solution of S in #(M). Let us assume the
existence of another solution (B,,..., B,) of S in #(M). Necessarily, A; < B; for
all i in [n].

Assume that for some i there exists an m in B; — A;. There exists a ¢ in Dev(p;)
such that

m= t_M(m;’ ceey m;()a
mJ’-eBi]. forall j=1,...,k
where (i;,..., i) is such that

t=1lu/x,..., u /%]
For at least one j in [k], mje B, — A;, otherwise, m € A; contradicting the initial
assumption. Hence, if one lets m, = m; for such a j, one has

m, € B;,—A; for some i'e[n],

m-m,,

where - is defined over M with respect to (M, S).
The same argument can be repeated for m, instead of m yielding m, and then
for m,, etc. so that one gets an infinite sequence:

m»mlemz_)---emiﬁ---

contradicting the hypothesis that M is well-founded w.r.t. S.
Hence, A; = B; for all i in [n], i.e., the least solution of S in (M) is the only
one. [

An F-magma M =(M, { fm)scr) is well-founded if M is well-founded with respect
to {fm|f € F}. We denote by W the class of well-founded F-magmas and by 2%
the class {?(M)|Me ¥}.

15.3. Proposition. Every Greibach polynomial system is PW -univocal.

Proof. It is easy to verify that if M is well-founded, then it is well-founded with
respect to {tm| k=0, te F(M(F, X,)), Var(t) = X, }.
The result then follows from Proposition 15.2. O

Here is an important class of well-founded magmas:

15.4. Definition. Let M =(M, (fu)scr) be such that every m in M has a length
|m|=0. We say that a mapping  : M* > M is spanning if |a(m,, m,, . . ., m)|> |mj|
foralliin[k],allm,,..., m, in M. We say that M is spanning if each f,, is spanning.
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It is clear that M is well-founded w.r.t. any set % of spanning functions, and that
M is well-founded if it is spanning. Hence, a Greibach system is (M)-univocal if
M is spanning. This result can also be established as a corollary of Proposition
8.6(2) as follows.

One defines a distance on (M) by letting, for A, A'c M,

d(A,A)=2"" where n=Min{|m||me(A-A")U (A - A)}.

One can prove that (M) is complete and that if M is spanning, every Greibach
polynomial system is ?(M)-contracting, hence, has a unique solution. This proof
technique has been used in [14, 78] for polynomial systems associated with context-
free grammars. See also Examples 15.7 and 15.9.

If M is spanning, then, for all m,

h(m)=Max{n|m— m'’ for some m’e M}<|m]|.

Hence, M is well-founded. Conversely, if M is well-founded and is such that h(m)
is finite for all m in M, then it is spanning w.r.t. the mapping h: M >N taken as a
length. However, M may be well-founded without h being finite, i.e., without being
spanning. Hence, Proposition 15.3 is more powerful than the topological argument.

15.5. Remark. A polynomial system may be #(M)-univocal without M being well-
founded w.r.t. it. It suffices to consider the system S=(u=fu+a) and M with
domain {a, b, c} such that fy,(a) = b and fy(b)=fm(c) = a. The unique solution of
Sis{a b},but a>b>a->b->---

The following theorem is similar to Theorem 8.8 and most steps of its proof will
be adapted from the corresponding ones in that of Theorem 8.8.

15.6. Theorem. Let S be a polynomial system and M be a well-founded F-magma
such that M contains at least one element outside the components of u-Psoly(S). The
following conditions are equivalent:

(1) S is PW -univocal,

(2) S is P(M)-univocal,

(3) S has no cyclic unknowns,

(4) Srunff S’ for some Greibach polynomial system S’,

(5) S" is a Greibach polynomial system for some h= 1.

Proof. (1)=>(2) is trivial.

(2)=>(3): This is easily adapted from Theorem 8.8. Let u; be cyclic and let d e M
be outside all components of u-Psoly(S). Let m =(m,, ..., m,) besuchthat m; = {d}
whenever uj— §5.,(s) ¥ and m; =@ otherwise. It is easy to verify that m < Sgm)(m).
Hence, the sequence S ;(M)(m), i =0, is increasing and its least upper bound defines
a solution of S in (M) which differs from the least one, which gives a contradiction.
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(3)=>(4): This is an easy adaptation from the corresponding case of Theorem 8.8

(4)=>(1): This follows from Proposition 15.3 and the fact that S runf} S’ implieg
S’ =P8

(5)=>(1): This follows from Proposition 8.2(1) with &= 9, from Proposition 15.3
and the fact that S unf, S

(3)=>(5): This is proved as in Theorem 8.8 with h=1+Max{m|u— g s, v’
u, u' e Unk(S)}. O

15.7. Example (proper context-free grammars). We use the notations of Section 11.4.2.
We consider e-free context-free grammars, with which polynomial systems over T,
are associated. These systems are solved in #(T").

A grammar G=(N, T, P) is proper if, for every rule u->m in P, the word m
belongs to (N U T)"— N. Hence, G is proper iff S is a Greibach system over T,.

Itis clear that T™ is spanning (w.r.t. the usual length), hence, well-founded. Hence,
Theorem 15.6 has the following immediate corollary (to state it, we denote by G",
for h=2, the unique context-free grammar G’ such that S5 = (Se)M).

15.8. Corollary. Let G be an s-free context-free grammar. The following conditions
are equivalent:

(1) Sg is P(T)-univocal,
(2) S runff ¢ S, for some proper context-free grammar G',

(3) the grammar G" is proper for some h=1.

For example, if G=(u-aub,u—> v, v->av,v->b), the grammar G’ is (u-
aaubb, u - avb, u > av, u > b, v aav, v-> ab, v-> b) and it is proper.

Note that the grammar G’ = (u = u. u + a) has a unique solution in ?(T") (provided
a e T) but several solutions in ?(T*): namely a” (the least one), a*, and T'™* for
all T'< T such that ae T". Note also that G’” is not proper since it contains the
production rule u~ u®" for all h=1.

15.9. Example (strict context-free grammars). We now consider context-free gram-
mars with e-rules. Following Berstel [8], we say that G=(N, T, P) is strict if, for
every rule u > m in P, either m = ¢ or m contains a terminal symbol.

The T,-magma T* is not well-founded since e.w=w so that wo>w->w-> - -.
However, if G is strict, then T* is well-founded w.r.t. S; because of the presence
of a terminal symbol in each nonconstant monomial (actually, S; is contracting
w.r.t. the usual length of words). Hence, S; has a unique solution in #(T*). We
cannot apply Theorem 15.6. Nevertheless, a similar result can be independently
established.

For every context-free grammar G =(N, T, P), we let N, ={ue N|ee L(G, u)}.
This set can be computed (see Section 16.6).
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Let Noc Ny - N, - -+ < N be the increasing sequence such that
Ny =9,
N..1= N;u{ue N|for every production rule u->m in P,
me NFOU(NUT)*(N;,uT—-N.)(NuT)*},
and No=\J{N;|i=0}, N'= N— N,. It is clear that N, and N’ can be computed.

Fact. For all u in N’, there exists a production rule u—>m in P such that me
(N, U N)*N'(N,u N")*

Proof. Let h be the least integer such that Ny= N, =N,. Let me(Nu T)* -
(N, u N')*N'(N,u N')*. Then either m =¢ or m contains a terminal symbol or
me N* but m contains a nonterminal in N — N’'— N, (which is equal to N, — N.)
or me(N.—N')"< N3. In all cases, me N¥U(Nu T)*(N,uT—N,)(Nu T)*.
Hence, if u is such that, for every productionrule u»>min P mg (N, u N)*N'(N, u
N')* then u€ N, 1=N,. O

Note that G is strict iff N,= N;.
In the following proposition, we assume that T is large enough so that T*—
(L(G’ ul)u U L(Gs un)) #ﬂ

15.10. Proposition. Let G be a context-free grammar. The following conditions are
equivalent:
(1) Sg is P(T*)-univocal,
(2) N'=4,
(3) Sgrunfd g Sg, for some strict context-free grammar G',
(4) G" is strict for some h=1.
Proof. (1)=>(2): Let us assume that N'# (. Let w be a word which does not belong
to L(G, u;),i€e[n]. Let L=(L,,..., L,) be the n-tuple of languages such that:
{w, e} ifu;e N,
L;=1{{e} ifu;e N.—N',
%) otherwise, i.e., if ;e N— N'—N,.

We first prove that L< Sg(L), i.e., that L, < p;(L) (where S =(u; = p;;i€[n])). This
is clearly true if u;€ N— N'— N_. If u;€ N, — N’, there exists a production rule of
the form u;> m with m in N7, hence, £ € p,(L) by the definition of L. If u;&€ N’,
there exists a production rule of the form u-> mum’ with y;e N’ and m, m’'e
(N,u N')*. Hence, eem(L),eem'(L), and {w, e}= m(L).{w, e}.m’(L). Hence,
{w, e} < p;(L) as was to be shown.
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Hence, Si(L)< S&'(L) for all i and ({S5(L)|i=0} is a solution of Sg which
differs from the least one since at least one of its components contains w. Hence,
S is not (T*)-univocal.

(2)=(3): Let us define d(G) = Card(N, — N,) so that G is strict iff d(G) =0 and
N’'=@. Let G be such that N'=¢ and d(G) #0. Let ujc N,— N,. Let G be the
grammar such that S =(u; =p;;1<i<n), where S =(u;=p;;1<i<n)and p;=
p: if i#j, pi=Pol(p;[ p;/u;; ur€ Ny]). It is clear that Sg runfg g Scm, that the
subset N’ of N, associated with G'* as N, is associated with G, is equal to N
and that d(G") <d(G). Hence, the transformation of G into G’ can be applied
to G and repeated until a grammar G'® is obtained such that d(G*’) = 0. Letting
G’ = G™® one then has

SG runf’éugm SG'

and G’ is strict.

(3)=(1): Sg is P(T*)-univocal since G’ is strict. And Si is (T*)-univocal since
Sc z‘;m Sg.

(4)=>(1): This is proven by a similar argument with the help of Proposition 8.2(1).

(2)=>(4): Let h be the least integer such that N, = N,,. We prove that G" is strict.
For every ie[n],j=1, let P, be the set of words m such that u; > m is a production
rule of G'. It is easy to prove that for j, k=1, P, ., is the result of the (language)
substitution of P, y,..., P, for u,,...,u, in P,;. We denote this by P, ;=
P.;[Pix,...,P,] Let us prove that, for all ie[n],j=1,

u € N;=>P,,C A, (7)

Lj=

where A={e}U(NUT)*T(Nu T)*
The proof is by induction on j. If j=1, then (7) obviously holds. Let us prove
(7) for j+1 by assuming it to hold for j. Let u; € N;y,. If u;€ N;, then P, ;< A:

Lj=
Pi,j+1=Pi,j[Pl,1"--aPn,1]

S A[P,,..., P,]
< A (by the definition of A).

Otherwise, let u;€ N, — N,. For every m such that u;> m is a production rule of

P, either me N} and since P,;< A for u; in N;:

m[P, ;,..., P,;lc (U{Pi,j|ui€ N]})*
S A*=A,
orme(NuUT)*T(Nvu T)* and clearly,

m[Pl,j,"',Pn,j]—c—Aa
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orme (N v T)*{u;}(N v T)* for some u; in N; - N,, whence P, ;< A—{e}and then
m[P ,...,P,;1s(NUT)*(A—{eHh(NuU T)*c A.

This shows that P,;,, = P,,[P, ;,..., P, ;]< A. Hence, if N=N,, P,, < A for all i
in [n], i.e., G" is strict. [

16. Grammars on arbitrary magmas

Mezei and Wright have shown in [73] that context-free languages and finite-state
languages are two instances of a same concept, that of an equational set defined
with respect to two different algebraic structures equipping the set of words T*
(see Sections 11.4.1 and 11.4.2). This idea has not been developed very much and
one of the purposes of this paper is to fill up this lack. Our results concerning
polynomial systems and their least solutions contribute to this task. Further theoreti-
cal developments are presented in this section together with applications to attribute
grammars and tree grammars.

16.1. Definition. A grammar is a pair G = (S, M) consisting of a polynomial system
S over some ranked alphabet F and an F-magma M. If necessary, we shall precise
that G is an M-grammar. We shall also say in a loose way that S ‘is’ an M-grammar.

Such a grammar is said to define, for every u in Unk(S), a subset of M, L(G, u) =
{tm|te L(S, u)}. This set is also the component corresponding to u of the least
solution of S in (M), hence, is equational (see Section 13) with respect to the
algebraic structure on M specified by M, and every equational subset of M is of
this form.

If te L(S, u) and m = t\, then ¢ is called a grammatical denotation of m. Note
that L(G, u) =0 iff L(S, u)=0.

A context-free grammar G over the terminal alphabet T is nothing else than a
T*-grammar (see Section 11.4.2) and the notation L(G, u) means the same thing in
this definition and in the classical one.

Here is a simple example of a (word) grammar defining a non-context-free
language.

16.2. Example. Let H be the ranked alphabet T, U {s} (see Section 11.4.2) and s
is a new unary function symbol. Let M be the H-magma consisting of T* extended
with the squaring operation

sm(w) =ww

for all w in T*.
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The M-grammar consisting of the system reduced to the equation u=a+s(u)
generates the non-context-free language L= {a*"|n=0} (more precisely, L(S, u) =
{s"(a)|n=0} and L(S, u)m=L).

Other more complicated examples can be found in [21].

The notion of a grammar always incorporates that of a structured description of
objects. And the structure of an object is represented by a tree, called the derivation
tree. This classical concept easily extends to the present grammars.

16.1. Derivation trees

Let S be a polynomial system {u;=t;;1<i<n) such that t,=p;,+-- - +p;,, for
some p; ; in M(F, U) with U =Unk(S). If ¢, = (2, then n,=0. Let us consider U as
a set of sorts (cf. Section 9). We associate with S a U-sorted signature Q as follows:

Q={g, |l<sisni<j<n},

U(‘]i,j) = u;, a(qi,j) =U U, ..U,
where u;, ..., u; is the list of unknowns (of S) occurring in p, ; from left to right

in this order, or, more precisely, a(q; ;) =Lvary(p; ;), where Lvar,, is the mapping
M(F, U)~> U* defined by

Lvar,(p)=¢ ifpeF,,
Lvary(u)=u ifue U,
Lvary (f(py,..., p)) =Lvary(p,) . .. Lvary(py)-

Let now 6 be the mapping M (Q) > M(F) defined as follows (this is a second-order
substitution [26]):

0(q:,;)=p:; ifa(q;)=¢, ie., if p,;e M(F),
0(q. j (w1, ..., wi)) =p; [ 0(w1)/xy, ..., 0(wi)/ xi],

where p; ; is the unique term in M(F, X) such that (as in Definition 15.1)
P =ﬁi,j[ui1/xla cees uik/xk]:

Lvarx (P ;) = XX, . .. Xx.
16.3. Proposition. For all u in U, 6(M(Q),) = L(S, u).

Sketch of proof. One can prove that 8(w)e L(S, o(w)) for all w in M(Q) by
induction on the structure of w. One can prove that every t in L(S, u) is of the form
6(w) for some w in M(Q), by induction on the length of a rewriting sequence
u—>$(s) t (this result will be improved in Proposition 16.5). O

Note as a corollary that M(Q), #@iff L(S, u) #0.
If we M(Q), and m = 8(w)y, we say that w is a u-derivation tree of m with respect
to G (or of the grammatical denotation #(w) of m). This allows us to define an
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M-grammar G as above as nonambiguous if, for all u in U, an element m of M has
at most one u-derivation tree. The system S is defined as nonambiguous if, for all

6} M(Q). is injective and this is equivalent to saying that the grammar (S, M(F))
is nonambiguous.

In the special case of finite-state automata considered as grammars (cf. Section
11.4.1), the canonical homomorphism M(7,)->T* is a bijection. Hence, roughly
speaking, a word coincides with its denotation by a term in M(T,).

In the case of context-free grammars (cf. Section 11.4.2), T* is isomorphic to
M(T,)/ <%_, hence, a same word has several (actually, infinitely many) distinct
denotations in M (T,,). However, derivations are usually defined in M(T,,, U)/ ©%_
which is in bijection with (T, u U)* and not in M(T,,, U) (see Proposition 16 9
for general conditions insuring such a possibility).

Hence (and as in the case of finite state automata), there is no need for distinguish-
ing between a word in L(G, u) and its grammatical denotation. The need for such
a distinction is clear in Example 16.2 in the case of 10-context-free tree languages
examined in Section 16.2, or in the examples considered in [21].

We now examine the case where the derivation trees and the grammatical denota-
tions coincide.

16.4. Definition. Let G = (S, M) be a grammar as in Section 16.1. If S is uniform
and if no symbol of F occurs in more than one monomial p, ;, then Q is in bijection
with a subset F' of F. This means that the mapping 6 of Proposition 16.3 is a mere
relabelling, hence, roughly speaking, this means that a derivation tree coincides
with the corresponding grammatical denotation. If this is the case we shall say that
S is an abstract polynomial system and that G is an abstract grammar.

Note nevertheless that Q is U-sorted and that F’ is not. Hence, 6 is a bijection
M(Q),~ L(S, u) and not M(Q),-> M(F’).

The following construction shows how an arbitrary polynomial system can be
transformed into an abstract one. Let S be as in Section 16.1. Let S be the polynomial
system over Q, §—(u =Z{¢j‘,|1<js n,-};ie[n]) such that for all i,j, §,;=
g j(u;, ..., u,), where a(q;;) = u; u; .. Let M be the heterogeneous Q- -magma
with domams M, =M for all u in U and such that g; ;= p,, jm- Let G= (S M) It
follows from the definitions that SM Swm, hence, that L(G u)=L(G, u) for all u
in U, and it is clear that & is an abstract grammar. This construction is just a
generalization of the classical algebraic presentation of context-free grammars used
in [20, 23, 27, 28, 54].

In the following proposition, 6 is as in Section 16.1, with 8(u)=u for u in U.

16.5. Propeosition. For all u in U, all t in M(F), and for all derivations of the form

U—— 1, —— 1 > —— =1
YU pes) Dev(S) 2 Dev(S) Dev(s) ¢
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there exists a derivation

y:u — 1} — t} —> . — tp=1t'
Dev(S) Dev(S) Dev(S) Dev(S)
such that t'e M(Q), and 0(t})=t,,..., 0(t}) = ti. It is unique if v—p.s) v for no
v in Unk(S).

The tree t' is called the derivation tree of 7.

Sketch of proof. If v—p..s) v for no v in Unk(S), the comparison of ¢, and ¢,
defines in a unique way the pair of Dev(S) which is used, and the occurrence where
it is used in the transformation of ¢ into #.,. This occurrence is the image of a
unique occurrence in ¢;. Hence, t},, exists in a unique way. []

We now examine whether and how context-free tree grammars can be considered
as grammars in our sense.

16.2. Context-free tree grammars: the 10 case

Engelfriet and Schmidt [45] have shown that I0O- and OI-context-free tree-
languages can be characterized as components of the least solutions of certain
regular systems in appropriate w-complete magmas the domain of which is in both
cases P(M(F, X)). This construction uses derived alphabets exactly as the one of
Section 9. A connection between recursive program schemes and 10- and Ol-tree
languages can be found in the fundamental paper of Damm [36].

In this section and the next one, we only provide examples, in order to illustrate
the definitions of this chapter. The reader will find general definitions and proofs
in [45].

Let G be the context-free tree grammar with terminal (ranked) alphabet F = {f, a},
nonterminal (ranked) alphabet @ = {¢}, and a set of productions P as follows:

¥(x1, %) > a, Y(xy, %) > x;,
¥(x1, %) = f(x1, %), Y(x1, x2) > Y(P(x2, X1), X1).

Two different languages can be defined, namely,

Lo G, w(x1, ) = {1€ M(F, X) | (0, x2) — 1),

Lio(G, ¥(x1, %)) = {t € M(F, X,)|4(x1, %) ——> 1},

where —% is the classical rewriting relation on M(F U &, X) associated with P and
—%o1is the restriction of —% such that ¢(t,, t,) rewrites into s[t,/x,, t,/x,] for
some s such that ¢(x,, x,) > s is a production rule in P only if ¢, and t, are both
in M(F, X).

Hence, Lio(G, ¢(x,, x,)) < Loy(G, ¢¥(x,, x,)) and the inclusion is strict since
f(a, x,) belongs to Loi( G, ¢(x,, x,)) but not to Lio(G, ¥(x;, x,)).



Equivalences and transformations of regular systems 99

Let H be the ranked alphabet {a, f, m,, 7, c}, where c is of arity three and the
other symbols of arity zero. Let M be the H-magma with domain M = M(F, X,)
and such that

am = a, Sm=S(x1, x3),
MM = X1, Tom = X2,
emlto, 1, 1) = Lol 1,/ %y, 1/ X5].
Let P=2(M). Note that, by the definitions of Section 1,

co(To, Th, Tr) = T,[ Ti/x,, T,/ x,],
io

for Ty, T,, T,< M(F, X,).
Let now S be the regular system consisting of the unique equation

¢ =a+t W2+c(f; T, 7Tl)-‘}_ c(lpa c(d/a T2, 7Tl)’ 171)'

It follows from [45, Theorem 4.9] that L,o(G, ¢¥(x,, x,)) is the least solution of S
in (M) and that L,o(G, ¥(x;, x,)) = L(S, ¢)m={tm|t € L(S, ¥)}. Note that
L(S,¢)= M(H).

The mapping t—ty: M(H)-> M(F, X,) is called YIELD in [45] and so is the
mapping L— Ly: P(M(H))-»> P(M(F, X,)) which is its extension to subsets of
M(H). ‘

Of course, this result extends to arbitrary context-free tree grammars (and their
10-languages) provided one uses a derived alphabet (namely d,(F) introduced in
Section 9) which also needs the introduction of sorts. This is formally done in [45].
And the I10-context-free tree languages can be characterized as equational subsets
of P(M(3o(F))).

The above example is chosen so as to only use one sort (as was the example of
Section 2.9).

As an example, we display some elements of L(S, ¢), their values in M(F, X,),
and their derivation trees (letting Q ={q;, q,, 41, 44} in an obvious way).

9> T3 Xz

44(qs, 92) c(e(f, my, m), c(ms, my, ™), 1) f(x1, x,)

q4(Q4(‘12, q2)9 ql) C(C(WZ’ C(WZQ T, 77'1)’ wl)s c(a, 72, 771)3 771) a

16.3. Context-free tree grammars: the Ol case

An Ol-context-free tree language can be characterized as the least solution of a
regular system in an w-complete magma with domain #(M(F, X)) but which is not
a powerset magma.
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Let G, S, and M be as in Section 16.2. Let P’ be the H,-magma with domain
P'=%(M) and such that

gp=1{gm} for all gela, f, m, m),
Np =0, cp (T, T, T,)= To('): T,/ x,, T:/ x5],
I

To+p T=ToL T,

for T,, Ty, T,< M. It can be shown that P’ is w-complete with respect to the set
inclusion as ordering. Hence, the equation S has a least solution in P’ and this least
solution is precisely Loi(G, ¢(x,, x,)). Once again this result extends to arbitrary
OI-context-free tree grammars with help of the derived alphabet 3,( F).

Let us note that P’ is not distributive since cp( Ty, T, u T}, T,) properly includes
cp(To, Ty, T,) U cp Ty, Ty, T,) in general (take T,={f(x,, x;)}). It follows that
Ol-context-free tree languages are not defined by grammars (in the sense of
Definition 16.1) and that they are not equational subsets of M (F, X) for any structure
of 9,( F)-magma on this set.

Hence, to summarize, IO-context-free tree grammars can be investigated in terms
of polynomial systems solved in powerset magmas, whereas OlI-context-free tree
grammars cannot. Instead, they can be in the more general framework of regular
systems solved in w-complete magmas. (Actually, an intermediate class of structures
lying between powerset magmas and w-complete ones is used in [45] for the OI case).

Going back to the example, let us examine how the tree f(a, x,) which belongs
to Loi(G, ¥(xy, X2)) — Lio(G, ¢(x,, x,)) comes in as an element of L(S, ¢ )p.. We are
obliged to go back to the infinite tree T(S, ) ¢ M*(H,) which can be written in a
loose, but hopefully clear way

T(S, c[/)=a+772+c(f, m, m)+tc((a+m+ce(f, m, m)+- ),
c((a+772+c(f, m, M)+ e ), W, M), W)
Since cp(Tou To, T, T,) = cp(Tp, Ty, To) U cp( Ty, Ty, T;), one gets
T(Sa l//)P'z e U C(C(f; Ty, 771): C((a+772+ te ')a o, 771)’ 771)!”

= U{fl(x;, x1)} [ c(a, 7, m)pvc(ms, my, m)pL - /%1, {x1}/x,]
ol

= Uifla, x)ll{a, x,, .. Y/ x1, {x1}/ %] 2 f(a, xy).

Letting 4q,, 9>, 43,49, be as in Section 16.2, one can consider the tree t=
94(q3, 41+ q2) € M(Q.) as a derivation tree of f(a, x,). However, ¢ is also a derivation
tree of f(a,a), f(x,x,), and f(x,,a) since its value in P’ is {f(a, x,),
f(a, a), f(x,, x1), f(x,, a)}. This idea will be developed in a forthcoming paper.

16.4. Derivation sequences

Let G=(S,M) be a grammar. It follows from the results of Section 13 that
L(G,u)=L(S, u)M={tM|u—>§,,(s) t,te M(F)}. In other words, an element m of
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L(G, u) can be defined in two steps, the first step consists in producing a grammatical

denotation ¢ and the second one in evaluating t into m = ty.

Let us now assume that Me ¥ (&) for some set of equations &. It is a natural
idea to interleave derivation steps (i.e., —peys)) With rewriting steps according to
& (i.e., with ©>¢). In fact, such an interleaving is done in the usual situation of
context-free grammars where one rewrites auf into aff if there exists an &-rule
u - ¢. This corresponds to a rewriting of auB into agB followed by a rewriting of
aeP into apB, corresponding to a use of the equation £.x = x. (Actually, the deriva-
tions of context-free grammars will be more precisely described by Proposition 16.9.)

For every (oriented) rewriting system R< M(F, X)X M(F, X),welet L(S, R, u) =
{te M(F )|u —Fevs)ur t} and we say that ¢ is obtained by an R-derivation. It is
clear that if R< &%, L(G, u) < L(S, R, u)y, but the equality does not necessarily
hold. In Example 16.2 it suffices to take R ={(s(x), x.x)} and then to consider the
R-derivation

u——s(u)—> u.u —*—> a.s(a),
Dev(S) R Dev(S)
which yields a® which is not in L(G, u). The difficulty comes from the nonlinearity
of R
We say that the R-derivations are correct for a grammar G = (S, M) if L(G, u) =
L(S, R, u)pm for all u in Unk(S).

16.6. Proposition. Let M be an F-magma and R be a rewriting system <
M(F, X)x M(F, X) such that Me Y(R).

(1) If R is right-linear and Varx(t)< Varx(t') for all (1,t') in R, then the R-
derivations are correct for every M-grammar.

(2) If R is right-linear, then the R-derivations are correct for every grammar (S, M)
such that L(S, u) # @ for all u in Unk(S).

Proof. (1) Let u—3.s),r t be an R-derivation. By Lemma 1.7 there exists a ¢’
such that u —§..(s) t' =% t. By the second condition on R, t'€ M(F), hence, tpy €
L(G,u). Since Me ¥(R), ty=1ty. Hence, tye L(G,u). This proves that
L(S, R, u)m < L(G, u), hence, that the equality holds.

(2) As in (1), there exists a ¢’ in M(F, Unk(S)), but we cannot conclude that
t'e M(F). Let s; be an element of L(S,u;) for each u; in Unk(S). Then
' = Bews) [/, .., S/ u, ). Hence, th(Sims, - - - » Spm) € L(G, u). Since t' —% t and
Me V(R), tm(Sim, - - -5 Sav) = tm(Sis - - - » Sum) = tm. Hence, ty€ L(G, u) and this
proves that L(S, R, u)y,,=L(G, u). O

16.5. Derivation sequences in M(F, U)/ <%

An immediate consequence of Proposition 16.6 is that if € is linear and balanced,
the (€ U &) '-derivations are correct for the M-grammars such that M e ¥ (&) and
Lemma 1.6 yields the following fact.
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16.7. Fact. Foralls, t,t' in M(F, U), if s © £ t—peys) t’, there exists an s’ such that
S pe(s)S S E L.

We can define a relation = p,sy on M(F, U)/ <% by

[tlg=—= (1] iff ¢

X
— 1" for some t" in M(F, U) such that t' & t”
Dev(S) Dev(S)

(3

iff (by Fact 16.7) for every s in [t]¢

%
there exists an s’ such that s —— s’ o t'.
Dev(S) %

The following fact is an immediate consequence of this definition.

168. Fact. Let a,,...,qxe M(F,U)/ <% and tea,. Then a,=>pes) @,
=:>Dev(S) c e :Dev(S) (49% lﬁ' there exist heay,..., L €a; such that 4L — Dev(S) t

—Dev(s) I3 >Dev(S) * * * > Dev(s) k-
Since if t,t'e M(F, U) and t &% ', te M(F) iff t' € M(F), one can define:

k3
Lg(S, u) ={a|a e M(F)/ <i>, [uU]—> a}.
€ Dev(S)
If Me ¥(¥%) and h denotes the unique homomorphism: M(F)/ <% > M, the
following proposition holds.

16.9. Proposition. If € is linear and balanced, if M€ V(%) and S is a polynomial
system, then

(1) Lg(S, u)=[L(S, u)lg for all ucUnk(S);

(2) L(G, u)=h(Lg(S, u)).

Proof. Part (1) is an immediate consequence of Fact 16.8.
Part (2) follows from part (1). O

This result is especiallyinteresting if one knows syntactical objects playing the
role of canonical representatives of the equivalence classes of M(F, U) with respect
to «>%. And one possible situation is when ¥ is equal to &% for some Noetherian
and confluent rewriting system R. In this latter case, =pys) can be defined as a
rewriting relation on the set of R-normal forms of terms in M(F, U). And this is
the case for context-free grammars (with € = &, defined in Section 11.4.2).

Another example will be given later in Example 16.11.

16.10. Remark. In Fact 16.8 and if t,€ U, any derivation tree of the derivation
SEQUENCE ) —>pey(s) L2 >pev(s) * * * —>pev(s) Ik can be considered as a derivation tree
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of the sequence [ ;] =pevcs) [12] =pev(s) * * * = pevisy Lk ]- But even if u —p, sy u for
no u in Unk(S), there may exist several derivation trees.

Take for example the context-free grammar G = (u - uu, u - a) with Q consisting
of g (of arity two) and q’ (of arity zero). Then the derivation u > uu > uuu > auu >
aau ~ aaa has the two derivation trees q(q’, q(q’, q)) and q(q(q’, 9'), q').

16.11. Example. The nondeterministic, two-tape automata introduced by Elgot and
Mezei [43] can be defined as nondeterministic transition graphs with a set of initial
nodes, a set of final nodes, and arrows labelled by pairs of words (w,, w,) on some
alphabet T (the input alphabet). Such an automaton A defines a subset L(A) of
T*x T*.

We shall assume that T is partitioned into T, T, and that w, € T and w,e T*
for every pair (w;, w;) so that L(A)c TF x T. Let F= T u{e} with F,={e}, F,= T
and let & be the set of all equations of the form a(b(x)) = b(a(x)) for a in T, and
b in T,. Let M be the F-magma with domain T¥ X T¥ and operations

anv((wy, w,)) = (w,a, w,) ifae T,
bm((wy, wp)) = (wy, wyb) ifbe T,
eM=(8, 8)’

It is clear that Me ¥(€) and, moreover, that the canonical homomorphism
M(F)/ <% —M s an isomorphism. By replacing in A every label (w,, w,) by w,w,,
one defines a finite-state, one-tape automaton A such that L(A)=[L(A)]¢ (we
identify M (F) with T* and M(F)/ <% with T* x T¥). And this allows to character-
ize the subsets of TT x T definable by nondeterministic, two-tape automata as the
equational subsets of T7 X T# (w.r.t. the algebraic structure defined by M).

An M-grammar G can be associated with every automaton A (cf. Section 11.4.2,
we omit the technical construction) and since & is linear and balanced, the derivation
sequences of G can be defined in M(Fu U)/ <%. Note that M(Fu U)/ o% is in
an obvious bijection with

(T¥xTF¥x U)u(T*¥x T%),

i.e., with the set of configurations of A since U is in bijection with the set of states
of A. And the derivation sequences of G in M(Fu U)/ &% correspond to the
computation sequences of A, defined as sequences of configurations in a usual way.

We now present in a unified way a family of algorithms on grammars called
iterative algorithms which amount to solving by straightforward iteration the underly-
ing regular systems in a magma which is finite or has a property insuring termination.
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16.6. Iterative algorithms

Let G=(S, M) be a grammar. Let A be a finite set and h: M > A be a mapping.
For every u in U the set h(L(G, u)) is finite. Hence, one may wish to compute it
in some effective way. The iterative algorithms presented below (at a theoretical
level) allow to do this.

16.12. Algorithm. Let us assume that, for every k=0, every f in Fy, one can define
a computable mapping f,: A* > A, hence, an F-magma A with domain A, in such
a way that h is a homomorphism M- A. It then follows from Proposition 13.1 that
h(L(G, u)) = L(G’, u), where G’ is the grammar (S, A).

Since A is finite the increasing sequence Si4)(0") stabilizes after finitely many
iterations, i.e., u-Psol,(S) = S&,,(8"), where i, is the first i such that S54,(0") =
Sa)(@"). Since the f,’s are computable, this sequence and i, are computable.
Whence the results since u-Psol,(S) = (h(L(G, u,)), . .., h(L(G, u,))).

We sketch an example concerning context-free grammars. Let M=T*, A={0, 1}
and h: T*—> A be such that h(g)=0, h(u)=1if ue T". We make A into a monoid
A by letting . be the Boolean ‘and’. If G is a context-free grammar (S, M), one can
compute h(L(G, u)) by the above method which gives us

L(G, u)#0 iff h(L(G, u))#0,
e€ L(G,u) iff 0e h(L(G, u)).

This is just a reformulation of the classical algorithms for deciding whether L(G, u) =
¢ and whether L(G, u) contains the empty word. Here the two things can be done
simultaneously.

Another example concerning I10-context-free tree languages will be given later
(see Section 16.7).

We now present an improvement of Algorithm 16.12.

16.13. Algorithm. Let G, A, and h be as before. In some cases, it is not possible to
define an F-magma structure on A such that h is a homomorphism because A is
too small. A possible remedy to this situation consists in defining a finite set B and
two mappings h’': M - B and k: B-> A such that h = keoh’ and k is computable. If
Algorithm 16.12 is applicable to B and h'in place of A and h, then we can compute
h(L(G, u)) since h(L(G, u)) = k(h'(L(G, u))) = k(L(G', u)), where G' =(S, B).

A slight variant of this algorithm (or of the first one) consists in applying it to
the grammar G constructed in Definition 16.4 rather than to G.

Another extension concerns sorted systems. In this case, one must use families
(A)sews () sesy, (Bs)se s, etc., where & is the set of sorts. This extension is straightfor-
ward and we need not do it formally. |
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As an illustration, we shall reformulate the noncircularity test for attribute gram-
mars as an instance of Algorithm 16.13 (see Section 16.8). However, we first consider
a third algorithm dealing with a slightly different situation (which includes actually
the one of Algorithm 16.12).

16.14. Algorithm. Let S be a regular system over F, let M be an w-complete
F-magma, h be a mapping M~ A, where A is some countable set. Without loss of
generality, we can assume that A is a subset of N.

The problem is to compute (h(m,), ..., h(m,)), where (m,, ..., m,) = u-Soly(S).
For doing this it suffices to define the following:

e an ordering <, on A such that L ,=h(1l,,) <, a for all a in A and A has no
infinite strictly increasing chain,

o computable functions f,: A’ > A such that A=(A, <,, 14,( fa)rer) 1s an -
complete F-magma and h:M- A is an w-continuous homomorphism.

If A has been so defined, then Lemma 5.3 shows that (h(m,),..., h(m,))=
p-Sol,(S). Since A has no strictly increasing chains, the increasing sequence S,(L})
is constant beyond some finite i, and S?2(L}) = u-Sol,(S). Since the f,’s are compu-
table so are this sequence and wu-Sol,(S).

As before, if A is too small, one may replace it by some larger set B. And the
extension to the many-sorted case is straightforward.

A good example for this algorithm is the determination of the length of a shortest
word of a context-free language. For this purpose one uses A =Nu {0} ordered in
the following way:

©=<,aq
a=<,b iff b=<a,
for all a, beN. The appropriate mapping is h: ?(T*)-> A such that
h(9) =,
h(L)=Min{|lw|lwe L} if L#g.
The definitions of +, and ., follow from the remarks that
h(L,v L,)=Min{h(L,), h(L,)}, h(L,.L,)=h(L,)+(L,)
(with ©0+a = a+ for all a in A)
h({e}) =0,  h({a})=1.

Hence, +, is defined as Min and ., as the addition (on A).
All the verifications are left to the reader. Note that the computation of x-Sol,(S;)

also allows us to decide whether L(G, u)=0 and whether L(G, u) contains the
empty word.
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16.7. The occurrences of variables in 10-context-free tree languages

This section is the continuation of Section 16.2. We fix X ={x;, X5, ..., Xn, ...}
(with X, ={x, ..., Xc}) as a set of variables and for te M(F, X), we let Var(t)=
Vary(t). For T< M(F, X) we let VAR(T) ={Var(t)|t€ T}. For every subset T of
M(F, X,.) the set VAR(T) is a finite set of finite sets that one may wish to compute
from a finitary definition of T by a grammar or an automaton. Let us assume here
that T is an IO-context-free tree language (< M(F, X;)). It can be defined as
L(G, ¢) for some M-grammar G, where M is as in Section 16.2 (oris a 3,( F)-magma
in the general case).

The following facts are clear:

Var(x)={x} ifxeX,
Var(f(t,,..., t))=Var(t,)u --- U Var(t),
Var(t[ty/ Xy, .- ., t/x]) =\U{Var(t;)/x; € Var(¢)} (if te M(F, X;))
=y, .(Var(z), Var(t,), . .., Var(t,)),
where vy, is such that if @ € Xi, By, ..., B S Xn
Yin(a, By, ..., Bi) =U{B:i| x: € a}.

Hence, if ¢, is the operation symbol such that Conmlt tyy ooy )=
t[t)/%,, ..., t/x] for te M(F, X;), t,..., e M(F, X,), then the operations on
A will be defined by

mia = {xi}, ar=9 ifaeky,
fA={x1a'°':xk} iffEFka

CinA = Yin

Hence, VAR(L;o(G, ¥(x1, ..., x,))) = L((Sg, A), ¥), where Sg is the polynomial
system associated with the grammar G as explained in Section 16.2 (and formally
done in [45]).

16.8. The noncircularity test for attribute grammars

Rather than the noncircularity of usual attribute grammars, we shall consider a
more general property, the noncircularity of attribute dependency schemes. These
objects have been introduced in [27]. Every attribute grammar has an underlying
attribute dependency scheme which is noncircular iff the attribute grammar is.
Below, we shall redefine attribute dependency schemes. They are so close to attribute
grammars that the reader will not have any difficulty to make the correspondence,
especially if (s)he knows [20, 23, 28].

Let Attr be a finite set of symbols called attributes. Let o = P(Attr). If ay, ..., ax €
o, we denote by Hi,, _a, o, the set of all (isomorphism classes of) finite graphs with
Card(a,) + - - - +Card(a,) distinguished vertices called sources. To be precise,
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these graphs are of the form g =(V, E, s, . . ., 5x), where V is the finite set of vertices,
E is the finite set of edges, and s, is a mapping a; > V such that, forall i, j, a, b, s;(a) =
s;(b) ift i=j and a=b. We also denote by H, the set H o).

If g€ Ha, o a0 81€Ha,...,8c€H,, we denote by g[g,,..., g] the graph
(V',E',s"yin H, defined as follows. By taking suitable copies of g, ..., g, one
can assume that

g&=(V,, E;, s;), ic[k],

VinV,=0 iflsi<j<k,
g=(V,E, s, t,...,4),

s;(a)=t(a) forall aea,, all ie[k],
VA V.={si(a)|laca;} forall ie[k].

And then one takes V'=VuV,u:--uV, EE=EUE/u---UE; and §' =s.
An attribute dependency scheme is an object T =(N, P, Attr, D) consisting of
e a finite set of sorts N={u,,..., u,},
a finite N-signature P,
a finite set of attributes Attr and a mapping 6 associating with every u in N a

subset 6(u) of Attr, a mapping D associating with p in P of arity u .. u®

and of sort u (with u®”,..., u™®

With T as above we associate a P-magma T={(T.)ucn, (P1)pep), Where
o T, = Hy,

o if peP,»_,0, and g€ Hy,», for all i=1,...,k then py(g,...,8)=

D(p)lg:,---, 8l
Hence, there corresponds to every ¢ in M(P), a graph ty in Hy,.

Letting S be the system (u=Y {p(u'”,...,u"®)|peP, o(p)=u a(p)=
u” ... u®}; ue N), then G=(S,T) is a grammar which defines for every u in N
a set of graphs L(G, u) € Hy,).

The noncircularity problem consists in deciding whether there exists in L(G, u) a
graph having a cycle. To formulate this problem in the terms of Section 16.6, we
define, for all u in N, A, ={0, 1} and h,: Hy(,,> A, by letting h,(g) =0 if g has no
cycle and h,(g)=1 if g has a cycle. It is not possible (except in some very special
cases) to define p, for p € P such that the family of mappings h =(h, ).~ defines
a homomorphism T A.

Algorithm 16.13 of Section 16.6 suitably extended to a system with sorts is
applicable if one defines

B, =A,XP(0(u)x6(u)),
hi(g) = (h.(g), (") eqw))-

By g* we mean the transitive closure of g and by (g% ), the restriction of g*
to the set of sources of g (this set is in bijection with 8(u)). Since the multiplicity
of edges from a vertex a to a vertex b does not matter here (only the existence

.....
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matters), we can consider (g%),.,) as a binary relation on 6(u), i.e., as a subset of
P(O(u)x 6(u)).

We need only define pg: B, X - - - X B,so—> B,® (for p in Pyw_,® ,©,) such that,
forall g, in H,,..., & in H,, (where a;= o(u?), i=0,...,k),

pe(hiLo(gy), ..., hio(g)) = ho(pr(gi, - - -, 8))-
It suffices to take

pe((j1, 1), - - -5 Uies 1)) = (o, To)
with
ro=(D(p)[r,..., "k])+)a0

and

. _{ 1 if D(p)[ry,..., r] has a cycle or Max{j,,...,ji}=1,
Jo 0 otherwise.

The proof that h’ is a homomorphism reduces to the mere remark that if pe
P, _,® ) and, forall i=1,...,k, g is a graph in H,,, then:
(1) D(p)lg,.--, & has a cycle iff D(p)[(&7)ay; - - - » (8K)a,] has one,

(2) (D(P)[&1,---» 8] )a=((D(P)(E)ay - - - > (8K ]) D
which is straightforward to prove by going back to the definitions.

The iterative algorithm that one deduces from these remarks in the case of a
attribute dependency scheme associated with an attribute grammar is exactly the
classical noncircularity algorithm (see [40] for this algorithm and its possible
improvements). We just wanted to show its similarity with the classical iterative
algorithms on grammars as the ones taken in examples in Section 16.6.

17. Applications to context-free grammars

In this chapter we formulate some classical transformations of context-free gram-
mars in terms of the ~4 ¢ _-correct basic transformations used in Section 14. This
formulation establishes their validity as an immediate corollary of the
~ o g, -correctness of the basic transformations. In classical books on context-free
languages (for instance [57]) their validity is separately proved for each of them by
inductive arguments on the length of derivations.

Let us recall from Section 11.4.2 that there is a one-to-one correspondence between
context-free grammars and polynomial systems which associates with G =(N, T, P)
(terminal alphabet, nonterminal alphabet, set of production rules) a polynomial
system Sg over T, with set of unknowns N.

17.1. Deletion of nonterminals which define no word

If G=(N, T, P)and N, ={ue N|L(G, u) # 0}, then one defines G, =(N,, T, P,)
by letting P, be the set of production rules u->m in P such that ue N, and
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m € (N, u T)*. This construction is effective since N, can be computed (see Section
16.6).

It follows from Definitions 14.3 and 16.1 that N, =Unk’(S;) and that Sg, =
Red_(S;) | N.. Hence, by Proposition 14.4,

So. < Red_(Si) redef So
and this establishes that

SG+ T NLDUE, SG,
whence,

L(G,,u)=L(G,u) forall uin N,.

17.2. Deletion of useless nonterminals

We first give a few definitions. If G=(N, T, P) and G'=(N', T, P’) are two
grammars such that N'c N and P’'c P, one says that G’ is a subgrammar of G.

If, for every rule u > m in P with ue N’, the word m belongs to (N'u T)* and
P’ is the set of all such rules, then we say that G’ is a full subgrammar of G. Hence,
G’ is a full subgrammar of G iff S5 is a subsystem of S and in this case, since

SG’ ~N’ SG,
it follows that
L(G',u)=L(G,u) forall uin N'.

Let s be a fixed nonterminal of G (usually called the axiom or start symbol); the
set N,={ue N|s >% wuw’ for some w, w' in (N U T)*} can be easily computed.

The set of equations S; | N, is a subsystem of S, hence, corresponds to a full
subgrammar G; of G. In G; every nonterminal u appears in some derivation sequence
starting from s and L(G;, u) = L(G, u) from the above observation.

A classical construction called reduction associates with (G, s) a grammar G’ by
G'=(G.,),. Forevery nonterminal u of G’ there exists a derivation s =& wuw’ =% w"”
for some w” in T* and L(G', s) = L(G, s). This last fact follows the observation that

SG’ c Red...(SG) l'edef@ SG-

17.3. Elimination of e-rules

Let G=(N, T, P)be a context-free grammar. Let N, = N be the set of nonterminals
u such that € € L(G, u). We know from Section 16.6 how to compute N.,.

Let G'=(N, T, P’) be the context-free grammar such that u > w' is a rule in P’
iff w' # ¢ and there exists in P a rule of the form u > w with w = a,u,a,u, . . . g,
k=0suchthatu,,...,u,e N, a,,..., a1 €(NUT)* and w' = a,a,... a;. Since
k=0 is allowed, every rule u-> w in P with w# ¢ is also in P".
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Hence, G' has no e-rule, i.e., no rule of the form u - . We say that it is e-free.
By using an induction on derivation sequences, one can prove (see [57, p. 99]) that

(1) L(G',u)=L(G, u) ifue N-N,,
(2) L(G,u)=L(G,u)—{e} ifueN,.

Our purpose is to formulate the transformation of G into G’ in terms of our basic
~gog, -correct transformations and obtain (1) and (2) immediately. Let N=
{ii|ue N} (hence N~ N =), let a be the renaming which replaces u by i and let
S=a(Sg). Let S be the set of equations:

u=1u forue N—N,_,

u=u+e forueN,.

Claim. (Su S) redefs ¢ (SguU S).

This claim yields Sg ~n g 3 SU a(Ss) which immediately implies (1) and (2).

Proof of the claim. For the verification of conditions (1) to (3) of Definition 5.10
we shall use the following notations:

Sg=(u=p,|lueN), S=(i=gq,|liicN),
S=(u=r,|ue N).

Condition (1) reduces to the condition: p, has its unknowns in N for all u in N,
which holds from the definitions.
Condition (2) reduces to:

rlQ/a;ie NI<y s pi[Q/u;ue N] forsomeh=0.

The only nontrivial case is when ue€ N, since then the left-hand side is
3¢ -equivalent to £. (Otherwise, it collapses to {2). But in this case, £ € L(G, u),
hence, £ € Dev(pi[2/u; u € N]) for some large enough h by the theorem of Ginsburg
and Rice (see our Proposition 13.5) and the Least Fixed Point Lemma (see Section
2.2)).

Condition (3) reduces to

(32) ga=aue, Pulr./u;ueN] ifue N—N,,
(3b) gate=g s _pulr./u;ueN] ifueN,.

For every w in (Nu T)*, let P/, be the set of words obtained by erasing in w
some occurrences of elements of N.. Let P, be a(P.), ie., the result of the
replacement of i for u in all the words of P’,. We also identify wordsin (N U Nu T)*
with monomials in M(T,, NUN) in an obvious way. It follows that P’ =
Dev(w[r,/u;ue NJ). Note also that g; =Y (Q, —{e}), where Q, =\{P’|u->w is
a production of P}. Note finally that £ € Q, iff u € N,. These remarks immediately
entail conditions (3a) and (3b). And this completes the proof of the Claim. O
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17.4. Elimination of chain-rules

A production rule of the form u - u’, where u’ is a nonterminal is called a
chain-rule. A grammar is chain-free if it has no chain rule.

17.1. Definition. For every context-free grammar G = (N, T, P) which is e-free the
following classical construction (see [57, p. 101]) defines an equivalent chain-free
grammar G'=(N, T, P'). P’ is the set of rules of the form u—>w where wé N,
u—%&u',and u'— wisin P for some u’' in N.

This definition is effective since the set of pairs (u, u’) such that u =& u’ is the
transitive and reflexive closure of the relation P n (N X N), hence, can be computed.

It is easy to verify, by adapting the second step of the proof of Lemma 14.13, to
the present case, that

S rufld? ncycl* runf S;..

Hence Sg ~ o S, i.e.,

L(G',u)=L(G,u) forall uin N.

If G is cycle-free, then S; runf% S and S; =4 Si-.

17.5. Chomsky normal form

A context-free grammar G=(N, T, P) is in Chomsky normal form if, for every
rule u~>w in P, either we N? or we T. This implies in particular that G is e-free.
It is clear that an e-free grammar G is in Chomsky normal form iff S; is uniform.

A classical construction (see [57, p. 104]) associates with G = (N, T, P) assumed
to be e-free, a grammar G'=(N’, T, P’} in Chomsky normal form such that N < N’
and L(G’, u)= L(G, u) for all u in N.

Actually, there are several slightly different ways to do that which all consist in
introducing auxiliary nonterminals and production rules. In all cases, S is the
result of the elimination in S of the unknowns of N'— N, as explained in Proposi-
tion 7.8. Hence, there exists an S’ such that

Sc< .S rfld S;..
Hence, S¢ =a,¢_n~ Sc» i.€., Sg and Sg have the same set of solutions in 2 (T*)

(and even in (M) for every monoid M such that T < M). One possible way to
construct G’ is by letting

Se =Ufm(S;),

where Ufm is the uniformization of systems used in Proposition 12.17.

17.6. Invertible grammars

A context-free grammar G is invertible [57, p. 101] if, for any two production
rules u>m and u'>m’, m=m’ implies u=uv'.
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One can transform an arbitrary context-free grammar into an invertible one by
means of an algorithm [57, p. 101] which extends the one given in [71] for parenthesis
grammars and is essentially the construction of a quasi-deterministic system given
in the construction of Section 14, which is actually due to Mezei and Wright [73].

17.7. Greibach normal form

The construction which transforms an arbitrary context-free grammar G into an
equivalent one G’ in Greibach normal form is more complicated. We conjecture
that it cannot be expressed in terms of the basic transformations that we have defined
as are the transformations described in Sections 17.1 to 17.6.

We now want to show that the main step in the transformation of G into G' can
be fairly easily validated by the unique fixed-point technique. This main step is the
following one, formulated in terms of -+-regular systems over T (i.e., it concerns
e-free grammars)

17.2. Lemma. If S=(u=u.p+gq, vy,=r,,...,0,=1,) and S'=(u=q.u'+q, u'=
p-utpuv,=r,...,v,=r,), wherep,q,r,...,r, are polynomials over T, such that
4r,....,€U={uv,,...,0,}, thenS~7F+,S"

Its proof will use the following lemma.
17.3. Lemma. Let A, B be two subsets of T". If A= BAU B, then AB = BA.

Proof. Consider the equation
L=BLUBB. (8)

Its solution in #(T") is unique since P(T") is spanning and since equation (8) is
contracting (recall that £ £ B). Let L, be this solution. From the hypothesis A= BAuU
B, one obtains AB= BAB U BB. Hence, AB = L,. Similarly BA = BBA L BB. Hence,
BA=L,and AB=BA. OO

Proof of Lemma 17.2. Let (L,L',L,,..., L,) be the least solution of S’. Clearly,
L L,L,...,L, are subsets of T*. We prove that (L, L,,..., L,) is a solution of
S. The last n equations of S obviously hold, so that we need only prove that
L=L.pug
i.e., that
g.L'ug=4.L'.pug.puq, (9)
where p denotes pr+(L,L,,..., L,) and similarly for g.
Since L'=p.L'u p, it follows that p.L'= L'.p, hence, the right-hand side of (9)
evaluates to 4.p.L'ug.pug=g.(p.L'up)u g=gL' u g which proves (9). From
the hypothesis on gq,r,,...,r,, the system S corresponds to a proper grammar,
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hence, has a unique solution in #(T"). Hence, (L, L,,..., L,) is its least (and
unique) solution. [

18. More general grammars

Rather than new results, this section introduces some generalizations of the
concept of grammar defined in Section 16 and presents informally some forthcoming
developments.

18.1. Definitions. Starting with the definition of a grammar as a pair (S, M) we can
generalize Definition 16.1 by allowing in M:

Case 1: partial functions fy: M?) > M,

Case 2: multivalued functions defined as total functions fy;: M?Y) > (M),

Case 3: nonstrict partial functions fy; which possibly yield a value when some
of their arguments are undefined.

In all these cases, S is solved in the w-complete F,-magma P = %(M), where fp
is defined as the canonical extension of fyy to P(M)*Y.

There is still another generalization.

Case 4: The fp’s are defined as monotone functions P(M)*) > P(M) so that it
may happen that fp({d, d'}) is strictly larger that fp({d}) U fp({d'}).

It is clear that Case 4 includes Cases 1 to 3, and that Case 2 includes Case 1.
Some examples of Case 2 have been considered in [21], and the systems associated
with Ol-context-free tree grammars are examples of Case 4 (see Section 16.3).

Let 7, be the class of partial F-magmas (of Case 1), ¥, be the class of multivalued
F-magmas (of Case 2) and 7, be the class of nonstrict F-magmas (of Case 3).

18.2. Proposition. If Me ¥, or Me V,,,, then P(M) is a distributive F-magma.

The proof can be done by easy verification.
If Me ¥, P(M) satisfies all equations of & except

f(....0,..)=0

(if fum is nonstrict).
In Case 4, P satisfies the equations of & concerning +, but neither

fL..,02,..)=0

nor the distributivity
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fl..,x+x",..)=f(..,x..)+f(...,x,...).

Letting =5, ~1, (respectively =~p,, ~5,) be the equivalences on polynomial systems
associated with partial magmas in an obvious way (respectively with multivalued

magmas) the following holds.

18.3. Proposition. (1) Every transformation of polynomial systems which is = g-correct
(or ~g-correct) is =~3- and =~}.-correct (or ~%-correct and ~},-correct).
(2) For polynomial systems S and S,

S=~oS iff S<BS iff S~BS' iff S~
S~oS ff S~BS iff S~2 S iff S~PS.

Proof. Part (1) is an immediate consequence of Proposition 18.2.
(2) S=58 implies S=F S’ (by Proposition 18.2)
implies S=p §" (since ¥, V)
implies § =P §" (since ¥,> ¥)
implies S =4 S’ (by Theorem 12.1).

A similar argument works for ~4 with the help of Theorem 13.7. [

18.4. Remarks. Here are some remarks concerning derivation trees and grammatical
denotations, which will be developed in a forthcoming paper.

Case 1: Derivations trees and grammatical denotations are defined as in Section
16 but some grammatical denotations have no value.

Case 2: As in Case 1 except that a grammatical denotation may have a (possibly
empty) set of values.

Case 3: Derivation trees must be defined in M(Q u {2}), grammatical denota-
tions in M(F U {2}) and they have at most one value.

Case 4. Derivation trees must be defined in M(Q,) (cf. the end of Section 16.3)
and grammatical denotations in M(F,). Each of them denotes a (possibly empty)
set of values.

Appendix A. Coherent and simplifiable congruences

We prove some technical properties of rewriting systems associated with regular
systems which were needed in Sections 4 and 6. We present them in a self-contained
chapter (depending only on Sections 1 and 2.1, and Definition 4.11), because we
think that they are interesting by themselves.
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A.l. Definitions. Let F be a finite ranked alphabet and U ={u,, ..., u,} be a finite
set of constants disjoint from F. An equivalence relation = on M(Fu U) is
F-coherent if f(s,,...,s)=g(s,,...,s,) with f, ge F (I and/or m may be zero)
implies f = g. It is F-simplifiable if f(s,, ..., s;)=f(s},..., s1) implies s;=s; for all
i=1,...,1L

A.2. Proposition. The congruence <>% on M(F v Unk(S)) associated with a regular
system S is F-coherent and F-simplifiable.

Proof. Let s=f(s,,...,s) and s'=g(s},..., s,) such that s &% 5. We show that
g=f and that s; &% siforalli=1,...,I=m.

We do the proof by induction on k, where k is the smallest integer such that
s « & s'. The case k=0 means that s'=s. The conclusion follows trivially.

Let k=1. One has

A} =f(s1, L) Sm) ©g S” (—)g—l S,.
From the definition of a regular system, one only has two cases to consider:
Case 1: s"=f(s7,...,s5), s; % s! and the result follows by induction.
Case 2: s" = u; and s = t,. The sequence s «>§ s is one of the following two possible
forms (with u;, u; in Unk(S)):

1]

S U U U < U =S5
) S S S S N
or
* !

The first one is impossible since s’ is not in Unk(S) and the second one is not of
shortest length, so is impossible too. Hence, the result is proved. []

A.3. Definition. By an s.c. equivalence (respectively s.c. congruence) on M(F v U)
we mean an equivalence (respectively congruence) which is F-simplifiable and
F-coherent.

Let us now fix a linear order < on U and associate with it a partial order < on
M(F, U) as defined in Definition 4.11. Let < be the associated strict partial order.
It is clear that |¢|<[t'| whenever t<t'" It is easy to prove that < is well-founded,
i.e., that there is no infinite sequence in M(F u U) such that #,>t,>t,> >
;>

Let now = be an s.c. congruence on M(Fu U). Let 8 be the mapping associating
with s, " in M(Fu U) such that s =5’ an element 8(s, s') of M(Fu U) defined as
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follows:

(1) 8(Sf(s1,---s8m), f(s1, -0, sm)) =S(8(s1,81)5 - - o 8(Sm, Sm)),
(2) 8(s, s') =the smallest of s, s’ w.r.t. < if at least one of s, s’ belongs to U.

Since = is assumed to be F-coherent, there is no other case to consider; since it
is assumed F-simplifiable (and by induction), the terms 8(s;, s;), i=1,...,m of
clause (1) are well-defined. By the definition of <, s and s’ are comparable in
clause (2).

A straightforward induction on the computation of § can show that the following
lemma holds.

A4. Lemma. If = isans.c. congruenceon M(Fu U), if s,s’e M(Fu U) ands=s’,
then 8(s, s')=s and 8(s, s') is the greatest lower bound of {s, s’} w.r.t. <.

Let <, be the relation on M(F, U) defined by

t<,t' iff t<t,t=1¢ and, for all s such that s=t and r<s=<1{', either
s=tors=t.

A.5S. Lemma. If = is an s.c. congruence, if uc U and if there exists t=u such that
u <t, then there exists a unique s such that u <, s.

Proof. Let C={te M(F, U)|u<t and u=t}. This set is nonempty. Let C’ be the
set of elements of C of minimal size. It is finite, hence, it has (by Lemma A.4) a
greatest lower bound s. Hence, u<s. If s # u, then s is the desired object, and its
unicity follows.

If Cn U#@, then s is the least element of C n U by the definition of <, se U
and s # u.

If C < F(M(F, U)), then the greatest lower bound of any pair of elements of C
is in F(M(F, U)), hence, s is so and s # u. Note that s is the least element of C’,
hence, also of C. [

A.6. Definition. We associate with a s.c. congruence = a regular system S.=
(u; = t;;1< i< n) by the following requirements where U={u,,...,u,} and C,=
{tlu; <t u;=t}.

(1) L=y if C;=0,
(2) t;=Min(C;) if C;#0 (i.e., t, is the term s associated with u; by Lemma
A.5).

Note that if the equivalence class of u; is included in U, then there exists a
sequence iy, ..., 0 suchthat ,=u, t; =u,..., t;_ =u,, t, =u;,, where u, is the
maximal element of this class w.r.t. <.
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A7. Lemma. Ift<t and t="¢, thent —>%_1'

Proof. The lemma is proved by induction on the structure of t'. (We let S= S.).

Case 1: t'€ U. Then te U. There exists a finite sequence t <qt; <gt, <o+ <p
<ot (by Lemma A.5) and necessarily t,1,..., %€ U. By the definition of
Stosth—sth—og gl

Case 2: t,t'e F(M(F, U)). Hence, t=f(t;,..., t), t'=f(t},..., t;) for some
t;, t:such that ;< t! and ¢, = t\. The induction hypothesis shows that #, — ¥ t;. Hence,
t—%t.

Case 3: te U, t'e F(M(F, U)). There exists (as in Case 1) a finite sequence
t=u, <oty <oUi, <o- - u, <ot", where t"e F(M(F, U)) and t"< . Since t"= ¢/,
the proof of Case 2 gives t"—¥%t and, as in Case 1, t—su, —;g
Uy, > "—>g U g t".

Hence, t — % t' as was to be proved. [

A.8. Theorem. (1) Let = be a s.c. congruence on M(F u U) and < be a linear order
on U. Then S_ is the unique regular system S such that Unk(S)= U, R(S) is left-
irreducible, < -compatible and such that = is the congruence generated by S.

(2) Let <’ be another linear order on U and SL be the unique regular system
associated with = and <' by (1). There exists a renaming a such that a (S.)=S_.

Proof. (1) Let S=S.. By construction, R(S) is <-compatible and included in =.
If R(S) is not left-irreducible, there exists an i such that t,—z ¢t with R'=
R(S)—{(t;, u;)}. There are two cases.

Case 1: te U Hence, t=u; and ¢, = t; for some j # i. This implies u; &% u;, hence,
u; = u;. Either u; € C; or y;€ C,. In both cases one cannot have Min(C;) = Min(C;).
Hence, ; # t; '

Case 2: te F(M(F, U)). Hence, t<t,t=t; since S is included in =. Hence,
u; <t<t; and this contradicts the definition of ¢,.

Hence, R(S) is left-irreducible.

We now prove that = is included in <%. Let s=s' and s"= 8(s, s'). By Lemma
A3, s"<s,5"<s’, and s"=s=5s". Lemma A.7 shows that s <% s"—% s". Hence,
s ©%s’. Hence, we have shown that = is the congruence generated by S.
(equivalently by R(S.)).

In order to prove the unicity result, let S=(u; = t;;1<i=<n) be a regular system
such that R(S) is left-irreducible, <-compatible and such that = is &%,

We must show that, for all i, either u; <, or t;,=u; and {t|u; <t t=u}=0. If
t; # u;, then, since R(S) is <-compatible, we have u; <t; and t;= u;,. Let us assume
that u; <s=u; for some s. Since R(S) is confluent and Noetherian, s and ¢, have
the same normal form w.rt. R(S). Hence, there are two sequences (where -
represents — g(s)):

Li=> U > W > W > > Wy,

5> 85> 85> > 85 =W,
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By the =<-compatibility of R(S), we have
ti> u,-> Wk> Wk_1> v e > Wy,
S>SI>S1_1> .. >S1

and by the definition of <, w,,..., we U.

Hence, s;€ U and since S is a regular system, s, = w,, hence, s, U, s; = w;, etc.
By going on, one arrives at u;. Let us compare k and L If I<k, then se
{w;, Wi, Wiy, ..., Wi}, but this contradicts the assumption that u; <s. Hence, k<1,
This means that t,€{s, s, 5,_;, ...} and that ¢, <s. This shows that u; <, t.

Hence, S coincides with the system S..

(2) Let <'be another linear order on U. There exists a unique bijection a: U » U
such that:

(i) usu iff a(u)<s'a(u’),
(i) a(u)=uy,

for all u, u' in U such that u=u'.

Consider now the system S'=a(S.). Then R(S’) is <'-compatible by (i) and
since R(S.) is <-compatible, it is left-irreducible since R(S.) is and « is a bijection.
It follows from (ii) that <% is included in =. If u,u’€ U and u=u’, then o '(u) =
a”'(u'), hence, o (u) &% a ' (u'). And u % u' since S’ = a(S.). It follows from
this that u —¢_t implies u ©% t.

Hence, the congruences =, &% | and <} are the same. By the unicity result of
(1), S"is equal to SL. O

A9. Corollary. Let = be an s.c. congruence on M(F U U) and < be a linear order
on U. There is a unique ground rewriting system which is proper, <-compatible and
which generates =.

Proof. The rewriting system R(S..) is not necessarily right-irreducible. By replacing
each of its right-hand sides by its normal form w.r.t. R(S..), one obtains a rewriting
system R which is left- and right-irreducible, <-compatible and which generates =
(this is a special case of [72, Theorem 7]). By Proposition 1.2, R is the only one
having the required properties. [

As in Theorem A.8, if one uses another linear order <’ on U, then the unique
system R’ associated with it is a renaming of R associated with <.

A.10. Example. Let S ={(u;=u;, u,=u,, u;=f(u,, g(us, u,)), us= g(u,, u,)) and =
be the congruence «>§. One has u, <, u, <, u3 <o f(u;, u,) and u, <, g(u,, u,) (since
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u, = U= u; and u,# u,). Hence, the regular system S. is
(uy = uy, uy=uy, uz=f(uy, uy), us=g(us, ).

The rewriting system R associated with S- by Corollary A.9 is
R ={u,~> uy, us=> uy, f(u,, ug) > uy, glug, u)=> s}

and is not R(S’) for any regular system S'.

A.11. Proposition. Let R be a ground rewriting system on M(F, U). One can decide
whether the congruence <> is F-coherent and F-simplifiable. If it is the regular system,
S..x can be effectively constructed.

Proof. We first recall that Brainerd has shown in [17] that the congruence class of
t in M(F, U) modulo <% is a regular tree language, for which a tree automaton
can be constructed. Hence, the word problem is decidable (since the nonemptiness
of the intersection of two classes can be decided).

We also recall that the existence of a substitution o: U > M (F, U) in Unif *(R),
i.e., such that o(a) = o (B) for all (e, B) in R can be decided [26, Proposition 4.9.5].
This corresponds to the existence of a first-order unifier (in M™(F, U)) for R
considered as a set of equations.

With every (¢, ') in M(F, U)x M(F, U), we associate a subset 6(¢,t') of U X
M(F, U) as follows:

({(t, 1)} iftel]
{(¢', 1)} ifteU,t'el,

0, 1)Y=\ o(t,, 1)U - LBk, 1) if t=f(t,,..., 1),
t'=f(t],..., t),

| undefined ift=f(t,,..., %), ' =g(t,,...,t}) and f#g.
We let R'=|J{6(a, B)|(a, B) e R}.

We now claim that < is s.c. iff:

(1) 6(a, B) is defined for all (a, B8) in R,

(2) te} t' forall (¢, t') in R/,

(3) Unif™(R’)#0.

Let us assume that <% is s.c. Then (1) holds by the F-coherence, (2) holds By

the F-simplifiability, (3) holds by [26, Proposition 4.9.5].
The converse similarly holds.
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These three properties are decidable by the two results recalled at the beginning
of the proof. Since the word problem is decidable, the construction of Definition
A.6 is effective. [
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