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ABSTRACT
We propose a snap-stabilizing synchronization technique, called the Neighborhood Synchronizer (NS) that synchronizes nodes with their neighbors in a tree network. The NS scheme has optimal memory requirement — only one bit per processor. NS is snap-stabilizing [11], meaning that it always behaves according to its specification. The proposed synchronizer being snap-stabilizing is optimal in terms of stabilization time.
We show an application of the synchronizer by designing an efficient broadcast algorithm (B-A) in tree networks. B-A is also snap-stabilizing and needs only $2h + 2m - 1$ rounds to broadcast $m$ messages, where $h$ is the height of the tree.
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1. Introduction
Self-stabilization was introduced in distributed systems by Dijkstra in 1974 [14,15]. The paradigm of self-stabilization is considered to be the most general technique to design a system to tolerate arbitrary transient faults. A self-stabilizing system, regardless of the initial states of the processors and initial messages in the links, is

*A preliminary abstract of this paper was presented in [20].
guaranteed to converge to the intended behavior in finite time. The concept of Snap-stabilization was introduced in [10]. A snap-stabilizing algorithm guarantees that it always behaves according to its specification. In other words, a snap-stabilizing algorithm is also a self-stabilizing algorithm which stabilizes in 0 steps.

Designing synchronous protocols is simpler than designing asynchronous protocols. However it is more difficult to implement synchronous systems. A synchronizer [5] is a protocol which allows a synchronous protocol to run in an asynchronous system. Various types of synchronizers were developed in recent years. See [22], [25], and [26] for details.

Related Work. The research in the area of synchronizers started from the seminal work of Awerbuch [5]. However, the algorithms in [5] are not self-stabilizing. One approach to designing a self-stabilizing synchronizer is to combine the protocol of [5] with any self-stabilizing reset protocol [4,1,7]. Self-stabilizing synchronizers were proposed in [16,28,2] for tree networks, and [27,6,8] for general networks. PIF-based self-stabilizing synchronizers were proposed in [10,11,21] for tree networks, and [13,28] for general graphs. The algorithms in [10,11,13] are snap-stabilizing.

In [17], Gouda and Haddix proposed a self-stabilizing neighborhood synchronizer (which they referred to as alternator) for linear networks [17] and arbitrary networks [18]. Research on local mutual exclusion has been active in the recent years [9,24,23,3,19]. The solution to the local mutual exclusion problem can be used to design neighborhood synchronizers.

Our Contribution. We propose a snap-stabilizing synchronization technique, called the Neighborhood Synchronizer (NS) that synchronizes nodes with their neighbors in a tree network. This scheme is optimal both in space and time. NS uses only one bit of memory per processor and is instantaneously stabilizing.

We then use the NS as a tool to design a very efficient snap-stabilizing broadcast algorithm in tree networks. The local synchronizer of [16] synchronizes only two neighboring processors, whereas NS synchronizes a processor with all its neighbors (parent and children in the tree network). The proposed broadcast algorithm needs only $2h + 2m - 1$ rounds to broadcast $m$ messages. Any (non-self-stabilizing, self-stabilizing, or snap-stabilizing) PIF algorithm will take at least $\Omega(h \times m)$ rounds, to broadcast $m$ messages.

Algorithm NS is also a solution to the local mutual exclusion problem [17].

Outline of the Paper. In Section 2, we describe the distributed systems and the model we consider in this paper. The synchronization scheme, called neighborhood synchronizer and its correctness proof are presented in Section 3. We present a self-stabilizing broadcast algorithm as an application of the local synchronizer in Section 4. Finally, we give the concluding remarks in Section 5.

2. Preliminaries
System. A distributed system is an undirected connected graph, \( D = (V, E) \), where \( V \) is the set of nodes (\(|V| = n\)) and \( E \) is the set of edges. Nodes represent processors and edges represent bidirectional communication links. We consider networks which are asynchronous and tree structured. We denote the root processor by \( r \), the set of leaf processors by \( L \), and the set of internal processors by \( I \). So, the set of all processors, \( V = \{r\} \cup I \cup L \).

We denote the processors by \( p \ (p \in \{1..n\}) \) and the root processor by \( r \). The numbers \( 1..n \) are used for notation only, since no processor, except the root, uses its identity. A communication link \((p, q)\) exists if \( p \) and \( q \) are neighbors. Each processor \( p \) maintains its set of neighbors, denoted as \( N_p \). The degree of \( p \) is the number of neighbors of \( p \), i.e., equal to \(|N_p|\). We assume that each processor \( p \ (p \neq r) \) knows its parent, denoted by \( P_p \). We assume that an underlying local topology maintenance protocol computes \( N_p \). We also assume the existence of a spanning tree algorithm which maintains \( P_p \). So, we consider \( N_p \) and \( P_p \) as constants in our algorithm. The height of a tree is denoted by \( h \). \( h_p \) denotes the height of the subtree rooted at \( p \). The distance of a processor \( p \) from the root \( r \) is denoted by \( \delta_p \).

Programs. The program consists of a set of shared variables (henceforth referred to as variables) and a finite set of actions. A processor can only write to its own variables and can only read its own variables and variables owned by the neighboring processors. So, the variables of \( p \) can be accessed by \( p \) and its neighbors.

Each action is uniquely identified by a label and is of the following form:

\[
<\text{label}> ::= <\text{guard}> \rightarrow <\text{statement}>
\]

The guard of an action in the program of \( p \) is a boolean expression involving the variables of \( p \) and its neighbors. The statement of an action of \( p \) updates one or more variables of \( p \). An action can be executed only if its guard evaluates to true. We assume that the actions are atomically executed: the evaluation of a guard and the execution of the corresponding statement of an action, if executed, are done in one atomic step. The atomic execution of an action of \( p \) is called a step of \( p \).

The state of a processor is defined by the values of its variables. The state of a system is a product of the states of all processors. We refer to the state of a processor and system as a (local) state and configuration, respectively. Let a distributed protocol \( \mathcal{P} \) be a collection of binary transition relations denoted by \( \rightarrow \), on \( C \), the set of all possible configurations of the system. A computation of a protocol \( \mathcal{P} \) is a maximal sequence of configurations \( \varepsilon = (\gamma_0, \gamma_1, \ldots, \gamma_i, \gamma_{i+1}, \ldots) \), such that for \( i \geq 0, \gamma_i \rightarrow \gamma_{i+1} \) (a single computation step) if \( \gamma_{i+1} \) exists, or \( \gamma_i \) is a terminal configuration. Maximality means that the sequence is either infinite, or it is finite and no action of \( \mathcal{P} \) is enabled in the final configuration. All computations considered in this paper are assumed to be maximal.

During a computation step, one or more processors execute a step and a processor may take at most one step. This execution model is known as the distributed daemon \([12]\). The predicate \( \text{Enable}(A, p, \gamma) \) is true if the guard of the action \( A \) is
true at processor $p$ in the configuration $\gamma$. Similarly, the predicate $\text{Enable}(p, \gamma)$ is true if the guard of at least one action is true at $p$ in $\gamma$. We assume a \textit{weakly fair} daemon, meaning that if processor $p$ is continuously \textit{enabled}, $p$ will be eventually chosen by the daemon to execute an action.

The set of computations of a protocol $\mathcal{P}$ in system $S$ starting with a particular configuration $\alpha \in \mathcal{C}$ is denoted by $\mathcal{E}_\alpha$. The set of all possible computations of $\mathcal{P}$ in system $S$ is denoted as $\mathcal{E}$.

In order to compute the time complexity measure, we use the definition of \textit{round} [16]. This definition captures the execution rate of the slowest processor in any computation. Given a computation $e$ ($e \in \mathcal{E}$), the \textit{first round} of $e$ (let us call it $e'$) is the minimal prefix of $e$ containing the execution of one action (an action of the protocol or the disable action) of every continuously enabled processor from the first configuration. Let $e''$ be the suffix of $e$, i.e., $e = e'e''$. Then \textit{second round} of $e$ is the first round of $e''$, and so on.

**Predicates.** Let $\mathcal{X}$ be a set. $x \vdash P$ means that an element $x \in \mathcal{X}$ satisfies the predicate $P$ defined on the set $\mathcal{X}$. A predicate is non-empty if there exists at least one element that satisfies the predicate. We define a special predicate true as follows: for any $x \in \mathcal{X}$, $x \vdash \text{true}$.

**Self-Stabilization.** We use the following term, \textit{attractor} in the definition of self-stabilization.

**Definition 1 (Attractor)** Let $X$ and $Y$ be two predicates defined on $\mathcal{C}$ of system $S$. $Y$ is an attractor for $X$ if and only if the following condition is true:

$$\forall \alpha \vdash X : \forall e \in \mathcal{E}_\alpha : e = (\gamma_0, \gamma_1, \ldots) : \exists i \geq 0, \forall j \geq i, \gamma_j \vdash Y.$$ We denote this relation as $X \vdash Y$.

Informally, $X \vdash Y$ means that in any computation $e \in \mathcal{E}_\alpha$, starting from an arbitrary configuration satisfying $X$, the system is guaranteed to reach a configuration which satisfies $Y$, and also, $Y$ is closed.

**Definition 2 (Self-stabilization)** A protocol $\mathcal{P}$ is self-stabilizing for a specification $SP_\mathcal{P}$ on $\mathcal{E}$ if and only if there exists a predicate $L_\mathcal{P}$ (called the legitimacy predicate) defined on $\mathcal{C}$ such that the following conditions hold:

1. $\forall \alpha \vdash L_\mathcal{P} : \forall e \in \mathcal{E}_\alpha : e \vdash SP_\mathcal{P}$ (correctness).

2. $\text{true} \vdash L_\mathcal{P}$ (closure and convergence).

**3. Neighborhood Synchronizer ($NS$)**

In this section, we first give the specification of the $NS$ problem. Then we describe the scheme informally, followed by Algorithm $NS$. Finally, we prove the correctness of Algorithm $NS$. 
**Problem Specification.** We consider a computation \( e \) to satisfy the specification \( SP_{\mathcal{NS}} \) of Algorithm \( \mathcal{NS} \) if between every two successive actions executed by a processor in \( e \), all its neighbors execute exactly one action. We also require Algorithm \( \mathcal{NS} \) to be self-stabilizing.

3.1. Algorithm \( \mathcal{NS} \)

**Informal Description.** The main idea about the neighborhood synchronization is as follows: Every processor \( p \) uses a binary color variable, \( c_p \), to indicate the change of its state to its neighbors, an internal processor \( p \) changes \( c_p \) only when it finds that all its children have the same value as \( c_p \) and its parent has a different value than \( c_p \). The protocol of the root and a leaf processor are similar except that the root (resp., a leaf processor) does not have to check the color of its (non-existent) parent (resp., children).

The Neighborhood synchronization can be used to simulate a reliable message passing mechanism using a register-based communication model as follows: The root sends a new message to its children and then waits until they read that new message. At that point, the root can send another message. An internal processor reads a new message from its parent only when it finds that all its children have read the previous message. The leaves read a new message from their parent whenever the parent sends a new message. The root changes \( c_p \) to signal to its children that it has sent a new message. Similarly, the internal and leaf processors change their \( c \) to inform their parent (resp., children) that they have read (resp., hold) the previous (resp., new) message.

The Neighborhood Synchronizer algorithm \( \mathcal{NS} \) is shown in Algorithm 1. Every processor \( i \) maintains a variable \( c_i \), the state of \( i \). We denote the set of children of \( i \) by \( Cld_i \), i.e., \( Cld_i = N_i \setminus \{ P_i \} \).

---

**Algorithm 1** (\( \mathcal{NS} \)) Neighborhood Synchronizer Algorithm for processor \( i \).  

**Variable:**  
\( c_i \): The color variable.

**Constants:**  
\( Cld_i \): The set of children.  
\( P_i \): The parent processor.

**Actions:**  
{For the root}  
\( S_1 :: \forall j \in Cld_i :: c_j = c_i \quad \rightarrow \quad c_i := \neg c_i \)

{For the internal processors}  
\( S_2 :: c_{P_i} \neq c_i \land (\forall j \in Cld_i :: c_j = c_i) \quad \rightarrow \quad c_i := c_{P_i} \)

{For the leaf processors}  
\( S_3 :: c_{P_i} \neq c_i \quad \rightarrow \quad c_i := c_{P_i} \)
3.2. Correctness of Algorithm NS

We first prove the liveness of the algorithm. Then, we prove the correct behavior of the algorithm using the liveness result. The following properties follows directly from Algorithm NS.

Property 1 \( \forall \gamma \in C : \forall i \in V :: \text{Enable}(i, \gamma) \Rightarrow (\forall j \in N_i :: \neg \text{Enable}(j, \gamma)). \)

Informally, Property 1 states that if one particular processor is enabled in a configuration, then none of its neighbors is enabled in the same configuration (thus solving the local mutual exclusion problem).

Lemma 1 \( \forall i \in (\{r \} \cup I) : \forall e \in E :: e = \gamma_1, \gamma_2, \ldots : \exists k \geq 1 : \forall j \in Clid_i :: c_j = c_i \) in \( \gamma_k \).

Proof. Assume that \( i \) executes an action (\( S_1 \) or \( S_2 \)) during a computation \( e \).

Then, all the children of \( i \) must change the color of \( i \) before \( i \) executed the action (see the guard of \( S_1 \) and \( S_2 \)).

Now consider the case where \( i \) never executes an action during a computation \( e \) (i.e., \( i \) never changes its color). If a child \( j \) of \( i \) has the color of \( i \), then \( j \) can never execute any action until \( i \) changes its color. We will prove this case by induction on the height of the subtree rooted at \( i \).

- **Base Case**: \( h_i = 1 \), i.e., \( i \) is a parent of some leaf processors.

Assume that there exists a processor \( j \in Clid_i \) such that \( c_j \) never becomes equal to \( c_i \) during a computation \( e \). Then, in all configurations in \( e \), Enable\((S_1, j, \gamma)\) will hold until \( j \) executes \( S_2 \). By fairness, \( j \) will eventually execute \( S_2 \) and \( c_j = c_i \) becomes true. Following the same reasoning, all other children of \( i \) will eventually get the color of \( i \).

- **Hypothesis**: Assume that the lemma is true for \( 0 < h_i \leq m, m \leq h - 1 \).

Assume that there exist two processors \( i \) and \( j \) such that \( h_i = m + 1, j \in Clid_i \), and \( j \) never gets the color of \( i \) during \( e \). \( j \) cannot execute \( S_2 \) because that would make \( c_j = c_i \). By the induction hypothesis, the system will reach a configuration \( \gamma \) where the children of \( j \) gets the color of \( j \). Then Enable\((S_2, j, \gamma)\) will be true and will remain true until \( j \) executes \( S_2 \) (by Property 1). By fairness, \( j \) will eventually execute \( S_2 \) and \( c_j = c_i \) becomes true. If \( c_j = c_i \), \( j \) cannot change its color. Similarly, all other children of \( i \) will get the color of \( i \).

\[ \Box \]

Lemma 2 (Liveness) \( \forall e \in E, \forall i \in V, \) \( i \) executes an action infinitely often.

Proof. We will prove this by contradiction. Assume that there exists at least one processor that stops executing any action from a configuration \( \gamma \) during a computation \( e \). Let \( i \) be one of the processors nearest to the root among these processors. By Lemma 1, in some configuration \( \gamma_1, \gamma \sim \gamma_1 \), all children of \( i \) will have the same color as \( i \). As \( i \) cannot change its color, no child of \( i \) can also change its color in any configuration from \( \gamma_1 \) onwards in \( e \).
1. Assume that \( i = r \).
   Then \( \text{Enable}(S_1, i, \gamma_I) \) is true. By fairness, \( i \) will eventually execute \( S_1 \).

2. Assume that \( i \neq r \) and \( c_i \neq c_{p_i} \).
   Then either \( \text{Enable}(S_2, i, \gamma_I) \) (if \( i \in I \)) or \( \text{Enable}(S_3, i, \gamma_I) \) (if \( i \in L \)) will be true. By fairness, \( i \) will eventually execute \( S_2 \) or \( S_3 \).

3. Assume that \( i \neq r \) and \( c_i = c_{p_i} \).
   \( P_i \) will eventually execute an action and change its color because according to the hypothesis, all ancestors of \( i \) infinitely change their color. After \( P_i \) executes its action, \( c_i \neq c_{p_i} \) will be true. Now, \( P_i \) cannot change its color again since \( i \) does not change its color. Thus, by fairness, \( i \) will eventually execute \( S_2 \) or \( S_3 \). (See Case 2.)

\( \square \)

**Lemma 3 (Synchronization)** Let \( S_i \) denote an action executed by processor \( i \). \( \forall e \in E, \forall i \in \{r \} \cup I, \forall j \in Cld_i \), the projection of \( e \) on the actions of \( i \) and \( j \) can be represented by the following expression:

\[ (S_iS_j)^\omega \cup (S_jS_i)^\omega \]

i.e., between any two actions executed by a processor, all of its neighbors execute exactly one action.

**Proof.** By Lemma 2, Processor \( i \) executes an infinite sequence of actions. Also, to be able to perform an action, \( i \) must be enabled, and when \( i \) executes an action, \( i \) becomes disabled. We consider two configurations \( \gamma_a \) and \( \gamma_b \) such that \( i \) executes an action between \( \gamma_a \) and \( \gamma_{a+1} \), and \( \gamma_{b} \) is the first configuration after \( \gamma_{a+1} \) where \( i \) is enabled again. Formally:

\[
\forall i \in V: \forall e \in E: e = \gamma_1, \gamma_2, \ldots : \exists \alpha \geq 1, \exists \beta > \alpha + 1 \quad \forall k \in ]\alpha, \beta[: \text{Enable}(p, \gamma_k)
\]

What we need to prove is that between configurations \( \gamma_{a+1} \) and \( \gamma_{b} \), every child of \( i \) executes exactly one action. Since \( i \) is disabled in \( \gamma_{a+1} \ldots \gamma_{b-1} \), any child of \( i \) can execute at most one action. \( i \) is enabled both in \( \gamma_a \) and \( \gamma_{b} \), so every child of \( i \) executes at least one action between configurations \( \gamma_{a+1} \) and \( \gamma_{b} \). By Property 1, the lemma follows. \( \square \)

**Theorem 1 (Self-Stabilization)** Algorithm \( \mathcal{NS} \) is a self-stabilizing neighborhood synchronizer algorithm.

**Proof.** The theorem follows from Lemma 3 and the fact that we did not make any assumption on the initial configuration to prove Lemma 3. \( \square \)

**Theorem 2 (Optimal Snap-Stabilization)** Algorithm \( \mathcal{NS} \) is an optimal snap-stabilizing neighborhood synchronizer algorithm.
Proof. Algorithm \( \mathcal{S} \) uses only one binary variable \( c \). Thus, it requires only one bit. Since any computation starting from any initial configuration satisfies the specification, Algorithm \( \mathcal{S} \) has a zero stabilization time, meaning that it always satisfies its specification. \( \square \)

4. Broadcasting Algorithm (BA): An Application of \( \mathcal{S} \)

The root of a tree has an infinite sequence of messages to be broadcast to all processors of the tree. The root waits for its children to acknowledge the receipt of the message before the root sends another message. The root does not need to wait until the previous message has reached all processors of the tree. Thus, several messages may simultaneously be propagated down the tree, that is, effectively implementing a pipelining mechanism. We will show then the positive impact of the concurrent propagation of messages on the performance of Algorithm BA.

Problem Specification. We consider a computation \( e \) to satisfy the specification \( S_{E_{BA}} \) of Algorithm BA if the following conditions are true:

1. Every message sent by the root is eventually received by all processors in the tree in the same order they were sent. We refer to this property as Correct Delivery.

2. All messages, except (possibly) the first \( \delta_i \) messages, received by \( i \) were sent by the root. We call this property Message Validity.

We also require Algorithm BA to be self-stabilizing.

Informal Description. We make a few simple modifications in Algorithm \( \mathcal{S} \) to design Algorithm BA (shown in Algorithm 2). At node \( i \), we use an extra variable \( m_i \) to hold the current message received from the parent. The root \( r \) reads a new message from some application program and writes in \( m_r \). The internal processors and leaf processors copy their parent’s message from \( m_P \), into their own message variable, \( m_i \).

4.1. Correctness of Algorithm BA

**Lemma 4** \( \forall i \in (\{r\} \cup I), \forall j \in Cld_i, \) the messages sent by \( i \) are eventually received by \( j \) in the same order as they were sent with no loss or duplication.

**Proof.** By Lemma 3 and Algorithm 2, after \( i \) receives a message, it cannot execute its action until all its children execute their action (i.e., read the message from \( m_i \)). \( \square \)

**Lemma 5 (Correct Delivery)** Every message sent by the root is eventually received by all processors in the tree in the same order it was sent.

**Proof.** The proof follows from Lemma 4 and by using induction on the height of the tree. \( \square \)
Algorithm 2 (BA) Broadcasting Algorithm for processor $i$.

Variable:
- $c_i$: color
- $m_i$: message

Constants:
- $Cld_i$: set of children
- $P_i$: parent

Actions:
- {For the root} $B_1 :: \forall j \in Cld_i :: c_j = c_i \rightarrow m_i := \langle \text{next message} \rangle; c_i := \neg c_i$
- {For the internal processors} $B_2 :: c_{P_i} \neq c_i \land (\forall j \in Cld_i :: c_j = c_i) \rightarrow m_i := m_{P_i}; c_i := c_{P_i}$
- {For the leaf processors} $B_3 :: c_{P_i} \neq c_i \rightarrow m_i := m_{P_i}; c_i := c_{P_i}$

Lemma 6 \forall i \in (I \cup L), all messages, except (possibly) the first one, received by $i$ were sent by $P_i$.

Proof. The first message received by $i$ may not have been sent or received by $P_i$ because the message may have been in transit due to some transient faults. \qed

Lemma 7 (Message Validity) All messages, except (possibly) the first $\delta_i$ messages received by $i$ were sent by the root.

Proof. The proof follows from Lemma 6 and by using induction on $\delta_i$, the distance of $i$ from the root. \qed

Theorem 3 (Self-stabilization) Algorithm BA is self-stabilizing.

Proof. Follows from Lemmas 5 and 7, and the fact that these lemmas were proven independent of the initial configuration. \qed

4.2. Complexity

In this section, we present the time and space requirements of Algorithm BA and the time to broadcast $m$ messages in the tree network.

Space Complexity. Algorithm BA uses two variables, $c$ and $m$. Since $m$ is used only to carry messages for the application level, the extra space used by our algorithm is only one bit.

Time Complexity. As seen in the proof of correctness of Algorithm BA, any computation, starting from any initial configuration, is correct with respect to the specification $SP_{BA}$. Then, it is trivial to deduce the $0(1)$ stabilization time.

Theorem 4 (Optimal Snap-Stabilization) Algorithm BA is an optimal snap-stabilizing broadcast algorithm.
Proof. Algorithm $B_A$ uses only one additional binary variable $c$. Thus, it requires only one bit overhead. Since any computation starting from any initial configuration satisfies the specification, Algorithm $B_A$ has a zero stabilization time, meaning that it always satisfies its specification. □

Broadcasting Time. We need to prove some properties to compute the time to broadcast messages.

Definition 3 (Color Synchronized Processor) A processor $i \in V$ is color synchronized if at least one of the following conditions is true:

1. $i \in (\{r\} \cup L)$.
2. $c_i = c_P$.
3. \( \forall j \in Cld_i \cdot c_i = c_j \).

Definition 4 (Color Synchronized Configuration) A configuration is color synchronized when all processors are color synchronized. We characterize any color synchronized configuration by a predicate, called $L_{cs}$.

Lemma 8 Let $i$ be a processor such that $i$ and its children are colored synchronized. After a round, $i$ is still color synchronized.

Proof. Consider a processor $i \in I$. We do not need to consider the root and the leaf processors because they are always color synchronized by definition.

1. Assume that $i$ changes its color in this round by copying its parent’s color. By Property 1, the parent and children of $i$ cannot execute any action during this round. Thus, $i$ remains synchronized because Condition 2 of Definition 3 is satisfied.

2. Assume that $i$ does not change its color during a round.

Let $j$ be a child of $i$ such that $c_j \neq c_i$ in a configuration $\gamma$ before the round. Since $j$ is synchronized in $\gamma$, $j$ must satisfy Condition 3 of Definition 3, i.e., all children of $j$ must have the same color as $j$ in $\gamma$. So, either $B2$ or $B3$ will be enabled at $j$. During the round, $j$ will execute its action and $c_j$ will become equal to $c_i$. Let $k$ be a child of $i$ such that $c_k = c_i$ before the round. $k$ will not execute an action during the round. Condition 3 of Definition 3 at processor $i$ is satisfied after the round.

3. Assume that $P_i$ changes its color during this round. By Property 1, $i$ cannot execute any action during this round (see Case 2).

□

The following corollary follows directly from Lemma 8.

Corollary 1 \( \forall \gamma \vdash L_{cs}, \forall \epsilon \in \mathcal{L}_c \), any configuration reached after one round of computation starting from $\gamma$ is also color synchronized.
Lemma 9 Starting from any arbitrary configuration, after $h-1$ rounds, the system will reach a color synchronized configuration.

Proof. We prove the lemma by induction on $h_i$, the height of the subtree rooted at $i$.

1. **Base Case:** $h_i = 0$

   The lemma is true for $h_i = 0$ (the leaf processors) by definition.

2. **Hypothesis:** Assume that the lemma is true for $0 \leq h_i \leq m, m \leq h - 2$. (Note that the lemma is true for $h_i = h$ because the root is always color synchronized.)

   Processors which are the root of a subtree of height less than or equal to $m$ will be color synchronized within $m$ rounds and will remain color synchronized thereafter. We now need to prove that the lemma is also true for $h_i = m + 1$.

   Let $i$ be a processor such that $h_i = m + 1$. Assume that $i$ is not color synchronized after $m$ rounds and $\exists j \in Cl_{di} \text{ :: } c_j \neq c_i$ before the $m + 1^{th}$ round. $i$ will not change its color during the $m + 1^{th}$ round. If $k$ is a child of $i$ such that $c_k = c_i$ before the $m + 1^{th}$ round, then $k$ will not execute an action during the $m + 1^{th}$ round.

   Let $j$ be a child of $i$ such that $c_j \neq c_i$ before the $m + 1^{th}$ round. As, $h_j \leq m$, $j$ will be color synchronized within $m$ rounds by the hypothesis. All children of $j$ will get the color of $j$ after $m$ rounds. So, either $B2$ or $B3$ will be enabled at $j$. In the $m + 1^{th}$ round, $j$ will execute its action and $c_j$ will become equal to $c_i$. Thus, after $m + 1$ rounds, all children of $i$ have the color of $i$, and $i$ is color synchronized.

\[\square\]

A configuration $\gamma \vdash L_{\text{even}}^d$ if all processors at a distance $2, 4, 6, \ldots 2d$ from the root have the same color as their parent. Formally:

\[L_{\text{even}}^d \equiv \forall k \in [0, d] : \forall i \in V : \delta_i = 2k :: c_i = c_\text{p}_i\]

A configuration $\gamma \vdash L_{\text{odd}}^d$ if all processors at a distance $1, 3, 5, \ldots 2d + 1$ from the root have the same color as their parent. Formally:

\[L_{\text{odd}}^d \equiv \forall k \in [0, d] : \forall i \in V : \delta_i = 2k + 1 :: c_i = c_\text{p}_i\]

A configuration $\gamma \vdash G_{\text{even}}^d$ if all processors at a distance $2, 4, 6, \ldots 2d$ from the root do not have the same color as their parent. Formally:

\[G_{\text{even}}^d \equiv \forall k \in [0, d] : \forall i \in V : \delta_i = 2k :: c_i \neq c_\text{p}_i\]

A configuration $\gamma \vdash G_{\text{odd}}^d$ if all processors at a distance $1, 3, 5, \ldots 2d + 1$ from the root do not have the same color as their parent. Formally:

\[G_{\text{odd}}^d \equiv \forall k \in [0, d] : \forall i \in V : \delta_i = 2k + 1 :: c_i \neq c_\text{p}_i\]
We also define the following notations:

\[
G^0_{\text{even}} \equiv L_{cs} \\
L_{\text{even}} \equiv L^d_{\text{even}}, 2d \geq h \quad L_{\text{odd}} \equiv L^d_{\text{odd}}, 2d + 1 \geq h \\
G^0_{\text{even}} \equiv G^d_{\text{even}}, 2d \geq h \quad G^d_{\text{odd}} \equiv G^d_{\text{odd}}, 2d + 1 \geq h
\]

The following two properties follow from Algorithm B,A.

**Property 2** Let \( \gamma \) be a configuration such that \( \gamma \vdash L_{cs} \land L^d_{\text{odd}} \land G^d_{\text{even}} \). After one round of computation starting from \( \gamma \), the system will reach a configuration \( \gamma' \vdash L_{cs} \land L^{d+1}_{\text{even}} \land G^d_{\text{odd}} \).

**Property 3** Let \( \gamma \) be a configuration such that \( \gamma \vdash L_{cs} \land L^d_{\text{even}} \land G^{d-1}_{\text{odd}} \). After one round of computation starting from \( \gamma \), the system will reach a configuration \( \gamma' \vdash L_{cs} \land L^d_{\text{odd}} \land G^d_{\text{even}} \).

**Lemma 10** Starting from any arbitrary configuration \( \gamma \in C \), the system will reach a configuration \( \gamma' \) in \( h-1 \) or \( h \) rounds such that \( \gamma' \vdash L_{cs} \land L^0_{\text{odd}} \).

**Proof.** By Lemma 9, all processors are synchronized (i.e., \( L_{cs} \) is true) within \( h-1 \) rounds. If all children of the root have the same color as the root, then \( L^0_{\text{odd}} \) is true. Assume that there exists one child \( i \) of the root whose color is not the same as the root. Since \( i \) is synchronized, all its children have its color and \( B_2 \) is enabled at \( i \). So, in the next round, \( i \) will execute \( B_2 \), copy the root’s color, and \( L^0_{\text{odd}} \) will become true. \( \Box \)

We define \( L_{oe} \equiv L_{cs} \land (L_{\text{odd}} \land G_{\text{even}}) \cup (L_{\text{even}} \land G_{\text{odd}}) \).

**Lemma 11** Starting from a configuration \( \gamma \vdash L_{cs} \land L^0_{\text{odd}} \), the system will reach a configuration \( \gamma' \) in \( h-1 \) rounds such that \( \gamma' \vdash L_{oe} \).

**Proof.** Let \( \gamma \) be a configuration satisfying \( L_{cs} \land L^0_{\text{odd}} \land G^0_{\text{even}} \). Starting from \( \gamma \), during the next round, the system will reach a configuration \( \gamma_1 \vdash L_{cs} \land L^1_{\text{even}} \land G^0_{\text{odd}} \) (Property 2). Now, starting from \( \gamma_1 \), the system will reach a configuration \( \gamma_2 \vdash L_{cs} \land L^1_{\text{odd}} \land G^1_{\text{even}} \) (Property 3). Thus, after \( h-1 \) rounds of computation starting from \( \gamma \), the system will reach a configuration \( \gamma' \vdash L_{oe} \). \( \Box \)

The following properties follow from Lemma 11 and Properties 2 and 3.

**Property 4** Starting from a configuration \( \gamma \vdash L_{cs} \land L_{\text{even}} \land G_{\text{odd}}, \) in one round, the system will reach a configuration \( \gamma' \vdash L_{cs} \land L_{\text{odd}} \land G_{\text{even}} \). Starting from a configuration \( \gamma \vdash L_{cs} \land L_{\text{odd}} \land G_{\text{even}}, \) in one round, the system will reach a configuration \( \gamma' \vdash L_{cs} \land L_{\text{even}} \land G_{\text{odd}} \).

**Property 5** Starting from a configuration \( \gamma \vdash L_{oe}, \) in alternate rounds, the processors at odd distance from the root (i.e., \( \delta_i = 1,3, \ldots \)) and the processors at even distance from the root (i.e., \( \delta_i = 0,2, \ldots \)), execute an action.

**Lemma 12** Starting from a configuration \( \gamma \vdash L_{cs} \land L^0_{\text{odd}}, \) a sequence of \( m \) messages broadcast by the root will reach all processors of the tree within \( h + 2m - 1 \) rounds.

**Proof.** Assume that \( \gamma \vdash L_{cs} \land L^0_{\text{odd}} \). The root can send its first message in \( \gamma \). It takes \( h \) rounds for the message to reach all processors of the tree. By Property 5, the root will be able to send a message once in every two rounds. Thus, starting
from $\gamma$, the root will send the $m$th message in $2m - 1$th round and this last message will take another $h$ rounds to reach all processors of the tree. Thus, the maximum number of rounds necessary to broadcast $m$ messages in the tree starting from $\gamma$ is $h + 2m - 1$. \(\Box\).

**Theorem 5** Starting from an arbitrary configuration, it takes at most $2h + 2m - 1$ rounds for all processors to receive $m$ messages broadcast by the root.

**Proof.** Follows from Lemmas 10 and 12. \(\Box\).

5. Conclusions

We presented a new space efficient self-stabilizing synchronizing technique, the neighborhood synchronizer. This method implements the synchronization between a processor and its neighbors. This scheme also allows concurrency among processors which do not have a neighborhood relationship. The concurrency inherent in this scheme is similar to the pipelining scheme. We show an application of Algorithm $NS$ by extending it into an efficient broadcasting algorithm. Algorithm $BA$ requires only $2h + 2m - 1$ rounds to broadcast $m$ messages in the tree network.

Both algorithms are optimal in space. $NS$ makes use of only one bit of memory, and $BA$ add only one bit overhead to the message size. Both algorithms are also optimal in time because they are snap-stabilizing. The delay (see [13]) of $NS$ and $BA$ are zero and $O(h)$ rounds, respectively.
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