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Uppsala University Université de Versailles Saint-Quentin
PO Box 480 45 avenue des Etats-Unis
SE-751 06 Uppsala 78000 Versailles
Sweden France

Abstract

The discrete snake is an arborescent structure built with the help of a conditioned Galton–
Watson tree and random i.i.d. increments Y . In this paper, we show that if EY = 0 and
P(|Y | > y) = o(y−4), then the discrete snake converges weakly to the Brownian snake (this
result was known under the hypothesis EY 8+ε < +∞). Moreover, if this condition fails, and
the tails of Y are sufficiently regular, we show that the discrete snake converges weakly to
an object that we name jumping snake. In both case, the limit of the occupation measure is
shown to be the integrated super-Brownian excursion. The proofs rely on the convergence
of the codings of discrete snake with the help of two processes, called tours.

1 Introduction

1.1 Limits of arborescent structures

In the last years, numerous arborescent structures related to Brownian snake (BS) (see the
works of Le Gall [16] and Duquesne & Le Gall [9] for a complete overview of the subject)
or to the ISE (defined by Aldous [3]) have been published. ISE, acronym for the integrated
super-Brownian excursion, is the occupation measure of the Brownian snake with lifetime the
Brownian excursion. These objects (BS and ISE) now seem to be natural limits for discrete
branching structures, and they are expected to appear often; we can cite the following:
– Aldous [3]: ISE is (defined as) a simple asymptotic model of repartition of mass.
– Chassaing & Schaeffer [6]: relation between the support of ISE and the diameter of quadran-
gulations
– Marckert & Mokkadem [19], Gittenberger [12] and Chassaing & Schaeffer [6]: convergence of
discrete snakes to the Brownian snake (see Section 1.4 for more precisions)
– Slade [21] (and several other works of the same authors and coauthors): percolation and trees
drawn on lattices
– Marckert [17]: about the difference of two related trees.

In the present paper, we search the limit of discrete snakes under more general assumptions
than in [6, 12, 19]. The Brownian snake appears as the limit of discrete snakes (after suitable
normalizations), when the increments Y are centered and have moments of order 4; to be precise,
we need P(|Y | > y) = o(y−4). The convergence to the Brownian snake takes place in the set of
continuous functions (in C[0, 1]2 for the tour, in C([0, 1] × [0,+∞[) × C[0, 1] for the snake).

When the tails of distribution of Y are less concentrated than that, the discrete snake does
not converge anymore to the Brownian snake. The reason is that some of the displacements
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are too large (in some branches, a large Y is of the same order of magnitude as the sum of the
other displacements on this branch). The consequence of these spikes is that the limit snake
is no more continuous. Moreover, if Y is not centered, the discrete snake drifts. Actually, the
limit of the discrete snake is a combination (in some sense) of three parts: the first part being
the Brownian snake, the second one being a random set of jumps and the third one being the
drift. A kind of competition between these three parts occurs. According to the properties of
Y , the limit snake, will present a combination of one or two of these parts. In some case, the
limit snake is christened the jumping snake. Since, in general, the limit processes are no more
continuous, we choose to work in a topological space which is not a functional space. Actually,
we show that the graph of the discrete snake (as well as the graph of the tour of the discrete
snake) converges as a closed set.

The limit of the occupation measure of discrete snake is shown to converge to ISE (if EY = 0
and 0 < Var Y < +∞).

Here is the plan of the paper: Section 1 contains the definition of conditioned branching
random walks, of discrete snake and of its tour; known results about the convergence of discrete
snakes (and tour) are recalled. The homeomorphism theorem of [19] that allows to deduce the
convergence of the snake via the convergence of the tour (in the case of continuous functions) is
recalled.

Section 2 is devoted to the study of the convergence of the tour of discrete snakes. Two main
limit objects are obtained (the tour of the Brownian snake, and the hairy tour); as consequences
we find again the asymptotic behavior of the maximum of the branching random walks in the
different settings. The limit of the occupation measure of branching random walk is also shown
to converge to ISE under quite general assumptions.

In Section 3, we investigate the limit of the discrete snake according to the properties of the
distribution of the displacements. We define a new snake (the jumping snake) that is the limit
of the discrete snake when the displacements have heavy tails.

Section 4 contains the proofs of the theorems of the previous sections.

1.2 Finite branching random walks

Consider a rooted ordered finite tree T in which each node is marked by a real number called
value. Let u be a node, y(u) its value and h(u) its depth. Consider (u0 = root, u1, · · · , uh(u) = u)
the path from the root to u in T . We associate with u a trajectory of a killed walk Φu =
(Φu(j))j∈J0,h(u)K defined by

Φu(j) =

j∑

i=0

y(ui), for j ∈ J0, h(u)K,

where Ja, bK = [a, b]∩Z. The branching walk associated with this marked tree is the multiset B
of the trajectories Φu. The tree T is called the skeleton (or the underlying tree) of the branching
walk. We construct a branching random walk by choosing the skeleton T and the values at
random.

We consider a Galton–Watson branching process with offspring distribution p = (pi)i≥0,
starting with 1 individual in generation 0. Consider a p-distributed random variable ξ. We
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Figure 1: A valued tree and its associated BRW

assume that ξ satisfies the following condition

(A) :

{
Eξ = 1, 0 < Var(ξ) = σ2

ξ < +∞
there exists a constant α > 0 s.t. Eeαξ < +∞.

We write τ for the random family tree of this branching process and we let τn be τ conditioned
by |τ | = n + 1; this is a random tree with n + 1 nodes. Recall that by choosing appropriate
ξ, we obtain for example random ordered trees, random labelled (Cayley) trees, random binary
trees, . . . , and in general any “simply generated tree” (with a minor technical assumption
corresponding to Eeαξ < +∞), see e.g. [1] or [8].

We assume now that T = τn. For the displacements, we set y(root) = 0 and the other values
y(u) are assumed to be i.i.d. random variables, independent of T . (One could assume with few
changes that the values can be dependent only for brothers as in [19]. Also, it is obviously
equivalent to have values assigned to the edges instead.) Hence, for each node u, Φu is a random
walk with h(u) steps, where the increments are i.i.d.; such a random walk is usually called a
killed random walk.

We denote by Q the law of y(u) (for u 6= root), and let Y be a generic random variable with
this distribution. The two distributions p and Q determine the law of the marked trees. The
random multiset of trajectories B is then called a branching random walk. The discrete snake
will be defined as a normalized, interpolated, version of B, endowed with an order. An aim of
this paper is to examine the limit of the discrete snake as a function of Q (for ξ satisfying (A), p
will have influence on the limit only through its variance); in particular, we find necessary and
sufficient conditions for convergence to the Brownian snake.

1.3 The discrete snake and the tour of the discrete snake

Depth first traversal of the BRW

We recall the depth first procedure. Let τ be an ordered tree with n + 1 nodes. We define a
function (see Aldous [1, p. 260]):

f : J0, 2nK −→ {nodes of τ},

which we regard as a walk around τ , as follows:

f(0) = root.

Given f(i) = v, choose, if possible, the leftmost child w of v which has not already been visited,
and set f(i + 1) = w. If no child is left unvisited, let f(i + 1) be the parent of v.
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The function f is only defined for integer arguments. It is natural to map intermediate values
into the corresponding edges; we will however instead map into nodes and define

f̃ : [0, 2n] −→ {nodes of τ} (1)

by taking f̃(t) to be f(btc) or f(dte), whichever is most distant from the root. Note that each
node except the root then is the image of two intervals of unit length. Thus, if we choose t
uniformly at random in [0, 2n], f̃(t) will be uniformly distributed over the non-root nodes.

The depth first walk (DFW)

The DFW of τ is the process Vn defined by:

Vn(i) = d(root, f(i)), 0 ≤ i ≤ 2n.

The DFW is also called the Harris walk or the tour of the tree.
For i from 0 to n, let vi be the ith new node visited by the depth first procedure on τ

(v0 = root).
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Figure 2: A tree and its associated DFW

In order to encode the branching random walk in keeping the historical branching structure,
we use the depth first traversal of the tree. We denote by

Rn(k) = Φf(k)(h(f(k)))

the terminal points of the random walk Φf(k). We call the process Rn the discrete head process.
The two dimensional process

{(
Rn(k), Vn(k)

)
, k ∈ J0, 2nK

}
determines T and all the values.

Figure 3: Interpolation of processes Rn and Vn associated with the marked tree of Figure 1

Indeed, the process Vn alone determines the skeleton of the marked tree T . The value of the
node u, whose father is v, is obtained by the difference Φu(h(u)) − Φv(h(v)).
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Remark 1. Vn is sometimes described as follows: Vn(k) is the height at time k of a fly that is
(clockwise) walking around the tree, 1 edge per time unit (the fly is on the root at time 0 and
at time 2n). Consider the successive values y(u) of the visited nodes as abscissa displacements;
then Rn(k) is the abscissa of the fly at time k.

We will assume that τ = τn and the values y(u), u ∈ τ , are random as above; thus Vn and
Rn are random processes.

1.3.1 The discrete snake

We interpolate Vn linearly between integral points:

Vn(x) = Vn(bxc) +
{
x
}(

Vn(dxe) − Vn(bxc)
)
, for x ∈ [0, 2n]. (2)

By analogy with the Brownian snake, we define the discrete snake as the process

(
Wn(x, t), Vn(x)

)
x∈[0,2n], t∈[0,∞)

where for each x ∈ [0, 2n], Wn(x, ·) is a stopped continuous process defined as follows:
– For k ∈ J0, 2nK and t ∈ [0, Vn(k)], Wn(k, ·) is the process that interpolates piecewise the
random walk Φf(k):

Wn(k, t) = Φf(k)(btc) +
{
t
}(

Φf(k)(dte) − Φf(k)(btc)
)
.

– For x ∈ [0, 2n] \ Z and t ∈ [0, Vn(x)],

Wn(x, t) =





Wn(bxc, t) if Vn(dxe) < Vn(bxc)

Wn(dxe, t) if Vn(dxe) > Vn(bxc).

– For x ∈ [0, 2n] and t ∈]Vn(x),+∞[, we set

Wn(x, t) = Wn(x, Vn(x)). (3)

Note that
Wn(bxc, t) = Wn(dxe, t) for 0 ≤ t ≤ Vn(bxc) ∧ Vn(dxe).
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1.3.2 The tour of the discrete snake

We define the tour of the discrete snake as the process
(
Rn(x), Vn(x)

)
x∈[0,2n]

where Vn is

given in (2) and, similarly,

Rn(x) = Rn(bxc) +
{
x
}(

Rn(dxe) − Rn(bxc)
)
, for x ∈ [0, 2n].

1.3.3 Normalizations

We set,

vn(s) =
Vn(2ns)√

n
for s ∈ [0, 1]

rn(s) =
Rn(2ns)

n1/4
for s ∈ [0, 1]

wn(s, t) =
Wn(2ns, t

√
n)

n1/4
for (s, t) ∈ [0, 1] × [0,+∞[.

We call the processes (wn, vn) and (rn, vn) the normalized discrete snake and the normalized
tour of the discrete snake respectively. The process rn is called the normalized discrete head
process. Note that wn, by (3), enjoys the property

wn(s, t) = wn(s, vn(s)) for t ≥ vn(s).

1.4 Convergence of discrete snakes: known results

We say that the discrete snake converges weakly (with the normalizations chosen above)
if, for a suitable topology, wn converges weakly to a limit process. We say that the head of
the discrete snake converges (or the tour of the snake converges) weakly if (rn, vn) converges.
Whenever possible, we will use the space C(A) of bounded continuous functions on a suitable
metric space A, equipped with the topology of uniform convergence.

Marckert & Mokkadem [19] establish that the weak convergence of (rn, vn) in C([0, 1])2 is
equivalent to the weak convergence of (wn, vn) in C

(
[0, 1] × [0,+∞[

)
× C[0, 1].

The convergence of the second marginal of the tour is ensured by Aldous’ theorem [1, 2] (see
also [18]):

vn
(d)−→ v

def
=

2

σξ
e in C[0, 1], (4)

where e is a normalized Brownian excursion. (We use
(d)−→ and

(p)−→ to denote convergence in
distribution and in probability, respectively. All unspecified limits are as n → ∞.) Further,
assuming that 0 < σ2

Y = Var Y < ∞, let r = σY r̄, where r̄ is the process such that conditionally
given v, r̄ is a centered Gaussian process with

Cov(r̄(s), r̄(t) | v) = v̌(s, t)
def
= min

s≤u≤t
v(u), s ≤ t. (5)

Note that, for notational convenience, we have hidden σξ and σY inside the definitions of v and
r; if we want variables not depending on the distributions of ξ and Y we should change the

normalization to (σ−1
Y σ

1/2
ξ r, σξv) = (σ

1/2
ξ r̄, σξv).
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In the case when p is geometric, that is when T is chosen uniformly among the rooted plane
trees with n + 1 vertices, EY = 0 and E|Y |6+ε < +∞, Marckert & Mokkadem [19] show that

(rn, vn)
(d)−→ (r, v). A consequence of that result is that the discrete snake converges weakly to the

Brownian snake with lifetime process v =
√

2e. Chassaing & Schaeffer [6] prove independently
the convergence of the head of the discrete snake to the head of the Brownian snake in the case
p geometric and Y uniform in {−1, 0, 1}; the aim of their work was to compute the asymptotic
diameter of rooted quadrangulations. Gittenberger [12] extended the result by [19] and showed

that (rn, vn)
(d)−→ (r, v) holds for all conditioned Galton–Watson trees and Y satisfying EY = 0

and E|Y |8+ε < +∞. One of our aims is to weaken this moment condition on Y as far as possible.
(Theorem 2 below.)

2 Convergence of the tour of the discrete snake

2.1 Case EY = 0

This section is devoted to the study of the head of the snake when Y is centered.
We first observe that for finite-dimensional convergence, the existence of the second moment

of Y is enough.

Theorem 1. If EY = 0 and EY 2 < +∞, then the finite-dimensional distributions of (rn, vn)
converge to those of (r, v).

Weak convergence in C[0, 1] is equivalent to the convergence of the finite distributions to-
gether with tightness (see [4, Theorem 8.1]). Often, the tightness is a technical nuisance, that
can be verified with more or less work. Here, that is not the case and we need a stronger
condition on Y in order to obtain convergence.

Theorem 2. Assume EY = 0. Then the following are equivalent

(i) P(|Y | ≥ y) = o(y−4),

(ii) rn
(d)−→ r in C[0, 1],

(iii) (rn, vn)
(d)−→ (r, v) in C[0, 1] × C[0, 1].

In particular (ii) and (iii) hold if EY 4 < +∞, and no weaker moment condition suffices. We
have thus extended as far as possible the result by Gittenberger [12] (where E|Y |8+ε < ∞).

When the condition P(|Y | ≥ y) = o(y−4) of Theorem 2 is not satisfied, the conclusion fails
because some values y(u) are too large; these exceptionally large values of the y(u) will give

rise to narrow spikes in rn. We still can obtain rn
(d)−→ r in a weaker topology than C[0, 1], for

example in the L2 topology.

Theorem 3. If EY = 0 and EY 2 < +∞, then rn
(d)−→ r in L2[0, 1] and (rn, vn)

(d)−→ (r, v) in
L2[0, 1] × C[0, 1].

Remark 2. One can similarly show that if EY = 0 and E|Y |p < ∞, with p > 2, then rn
(d)−→ r

in Lp[0, 1].
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Figure 5: Simulation of Rn associated with a random plane tree with 50000 nodes, where Y is
symmetric and satisfies P(|Y | > y) = (1 + y)−6 for y non-negative.

The convergence in L2[0, 1] is weaker than in C[0, 1]. For example, Theorem 3 does not
imply the convergence in distribution of max rn to max r; in fact, max rn does not converge in
distribution to max r because of the large spikes evoked above (see Theorem 5 and its proof).
The convergence in L2[0, 1] is enough, however, to imply the convergence of the corresponding
empirical measures, as stated by Aldous [3].

Theorem 4. Assume EY = 0 and 0 < EY 2 < ∞, and let

νn =
1

n + 1

n∑

i=0

δ
(
σ−1

Y σ
1/2
ξ n−1/4Φvi(h(vi))

)
(6)

be the normalized empirical measure of the terminal points of the branching random walk. Then

νn
(d)−→ µ in the space of probability measures on R, where µ is the random probability measure

ISE (in dimension one) defined by Aldous [3].

The random measure µ has a representation using the process r; if g is a continuous bounded
function on R, one has [16, 9, 18]

∫
gdµ =

∫ 1

0
g
(
σ

1/2
ξ σ−1

Y r(t)
)
dt. (7)

To state a limit theorem that describes, rather than ignores, the spikes in rn, we let K =
K([0, 1]×R) be the space of non-empty compact subsets of [0, 1]×R equipped with the Hausdorff
metric

d(K1,K2) = max
(

max
x∈K1

d(x,K2), max
x∈K2

d(x,K1)
)
. (8)

We identify a continuous function from [0, 1] to R with its graph, which is an element of K, and
note that for functions fn, f ∈ C[0, 1], fn −→ f in C[0, 1] if and only if fn −→ f in K.

Moreover, if f ∈ C[0, 1] and Ξ ⊂ [0, 1]× (R \ {0}) is a set such that Ξ∩
(
[0, 1]× (R \ [−a, a])

)

is finite for every a > 0, define H(f,Ξ) to be the union of the graph of f and the vertical line
segments [(x, f(x)), (x, f(x) + y)] for (x, y) ∈ Ξ. In other words, H(f,Ξ) is the graph of f with
added hairs, whose positions, lengths and directions (up or down) are described by Ξ (see Figure
6). It is easy to see that H(f,Ξ) is compact, so it is an element of K. Moreover, the mapping
(f,Ξ) 7→ H(f,Ξ) is measurable for the natural σ-fields, so we may let f and Ξ be random and
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obtain a random element of K. In the case P(|Y | ≥ y) = Θ(y−4), we have the following extension
of Theorem 2, which shows the reason why Theorem 2 fails when P(|Y | ≥ y) 6= o(y−4). Note
that the limit (a “hairy tour”, or a “millipede”) is not the graph of a function unless Ξ = ∅
(which happens only when P(|Y | ≥ y) = o(y−4)); this is the reason for considering K rather
than a function space.

As an illustration of the convergence in K, consider the function gn defined in [0, 1] by
gn(x) = nx for x ∈ [0, 1/n], gn(x) = 2 − nx for x ∈ [1/n, 2/n], and 0 elsewhere on [0, 1]. The
function gn is the archetype of functions that converge simply to g ≡ 0 but not uniformly. The
sequence of functions gn converges in K since the sequence of graphs of gn converges to the union
of the two segments [(0, 0), (0, 1)] and [(0, 0), (1, 0)]. Note, to end this example, that gn does not
converge to g in K.

Theorem 5. Suppose that EY = 0 and P(Y ≥ y) = (a+ + o(1))y−4 and P(Y ≤ −y) =
(a− + o(1))y−4 for some a+, a− ≥ 0. Let Ξ be a Poisson process in [0, 1] × (R \ {0}) with
intensity 4a+y−5dx dy for y > 0 and 4a−|y|−5dx dy for y < 0, which is independent of (r, v).

Then rn
(d)−→ H(r,Ξ) in K and (rn, vn)

(d)−→
(
H(r,Ξ), v

)
in K × C[0, 1].

Remark 3. If P(|Y | > y) = O(y−4) but the tails are less regular than in Theorem 5, similar
results hold for suitable subsequences nk.
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Figure 7: Simulations of Rn associated with a plane tree with 50000 nodes, where Y is symmetric
and satisfies P(|Y | > y) = (1 + y)−a for y non-negative and a = 3 for the first figure and a = 4
for the second one.

One can note that the convergence in K implies convergence of the maximal value of the
second coordinate. Hence Theorem 5 implies convergence in distribution of max rn, but not to
max r unless a+ = 0.
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If the tails of Y are even larger, the spikes dominate the Brownian part, and with a different
normalization, one may get convergence in K to a flat millipede.

Theorem 6. Suppose that EY = 0 and P(Y ≥ y) = (a+ + o(1))y−q and P(Y ≤ −y) =
(a− + o(1))y−q for some q < 4 and a+, a− ≥ 0. Let Ξ be a Poisson process in [0, 1] × (R \ {0})
with intensity qa+y−q−1dx dy for y > 0 and qa−|y|−q−1dx dy for y < 0 which is independent of

v. Then n−1/qRn(2n·) (d)−→ H(0,Ξ) in K, and this holds jointly with vn
(d)−→ v.

Remark 4. Theorem 6 is easily extended to regularly varying tails with exponent < 4 (see [5]
for definitions); we leave the details to the reader.

A consequence of Theorem 6 is that

maxn−1/qRn
(d)−→ maxΞ, (9)

the distribution of maxΞ being given by

P(maxΞ ≤ x) = exp(−a+x−q) for x ≥ 0 (10)

since #
(
Ξ ∩ [0, 1] × [x,+∞[

)
is a Po(

∫ +∞
x qa+y−q−1dy) distributed random variable.

2.2 Case EY 6= 0

We assume now that m = EY 6= 0. The variable Y − m is centered and hence we can
apply the results of the previous subsection to Rn(t, Y −m). Note that n−1/2Rn(2n·,m) = mvn

converges in C[0, 1] to mv. The convergence of Rn(t, Y ) = Rn(t, Y − m) + Rn(t,m) depends
then of the tails of Y . For example, suppose that Y has regular tails as in Theorem 6 for some
q, with a+ + a− 6= 0. The critical parameter that makes Rn(t,m) and Rn(t, Y −m) to be of the
same order then is q = 2. More precisely, we have

Theorem 6′. If q < 2, Theorem 6 holds also when EY 6= 0.

Theorem 7. If the assumptions of Theorem 6 hold with q = 2, but EY = m may be non-zero,
then n−1/2(Rn(2n·), Vn(2n·)) converges in K × C[0, 1] to (H(mv,Ξ), v) where Ξ is described in
Theorem 6.

Theorem 8. If P(|Y | > y) = o(y−2), then n−1/2(Rn(2n·), Vn(2n·)) (d)−→ (mv, v) in C[0, 1]2.

As consequences, we recover (assuming (A)) the main results of Durrett & al. [10] on the

maximum of Rn. If P(|Y | > y) = o(y−2), then Theorem 8 implies that maxn−1/2Rn
(d)−→

2m
σ max e (Theorem 1 of [10]). If the tails of Y are regular as in Theorem 6 with q < 2 and

a+ > 0, then, by Theorem 6′, the maximum of Rn is described by formulas (9) and (10)
(Theorem 2 of [10], which also allows regular varying tails); it can be seen from the proofs that
we can weaken the condition on P(Y ≤ −y). In the case q = 2, we obtain from Theorem 7
convergence to the law of the maximum of H(mv,Ξ) (the maximum of the projection on the
second coordinate of R

2); this distribution seems difficult to describe [10, Remark 3]. (See also
Kesten [14, 15] for related results.)

Note also that if Y ≥ 0, we can regard y(u) as the length of the edge leading up to u; Rn

then is the DFW on a tree with random edge lengths. Theorem 8 shows that if EY = 1 and
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P(|Y | > y) = o(y−2), then this walk converges as when the edge lengths are constant. By Aldous
[2], Theorem 20 and Corollary 19, this implies that set representations of the tree (after scaling
by σξn

−1/2) converge to the Brownian continuum random tree, thus answering a question by
Aldous [2, Remark in 5.3] whether a second moment is enough for this.

2.3 Case E(|Y |) = +∞
With regular tails as in Theorem 6, this implies q ≤ 1. In this case, the result still holds.

Theorem 6′′. For q ≤ 1, Theorem 6 holds also when EY does not exist.

3 Convergence of the discrete snake

Consider (rn, vn) the tour of the discrete snake and (wn, vn) the discrete snake. It is clear
that knowledge of (rn, vn) implies knowledge of (wn, vn) and vice versa. As said above, if the
convergence of (rn, vn) holds in C[0, 1]2 then the convergence of (wn, vn) holds in C([0, 1]×R

+)×
C[0, 1] and vice versa (this is a consequence of the homeomorphism theorem of [19]). But, it is
not clear that convergence of the tour of the discrete snake in some other functional space will
imply the convergence of the snake. An immediate corollary of Theorem 2 is that

Corollary 1. If EY = 0 and if P(|Y | ≥ y) = o(y−4) then (wn, vn) converges in C
(
[0, 1] ×

[0,+∞[
)
× C[0, 1] to the Brownian snake with lifetime process (2/σξ)e.

To have an image of what happens, consider the random walk Wn(2ns, ·), for 2ns integer.
The evolution of Wn(2ns, ·) is the one of a simple random walk on the interval [0, Vn(2ns)] and so,
at the limit, Wn(2ns, ·) normalized as said in Subsection 1.3.3 will converge to a killed Brownian
motion (with variance given by the variance of Y and lifetime v(s)). The normalization by n1/4

comes from the height of the skeleton which is about n1/2.
Theorem 8 provides a second case where the convergence holds in C[0, 1]. But the limit of

the discrete snake in this case is not the Brownian snake. Indeed, fix again s such that 2ns is an
integer and examine the evolution of W (2ns, ·). We condition on Vn. Consider two real numbers
t1 and t2, t1 < t2 such that

√
nt2 < Vn(s). The difference D = W (2ns,

√
nt1) − W (2ns,

√
nt2)

is again the evolution of a random walk with generic increment Y , but in this case, since Y is
not centered, D is concentrated around

√
n(t2 − t1)EY (there is a drift). Hence, for any fixed

s and t, n−1/2Wn(2ns,
√

nt) converges to tEY for 0 ≤ t < v(s) and to v(s)EY if t ≥ v(s). In
this case, the limit snake is flat. In other words, knowing v, n−1/2Wn(2ns,

√
nt) converges to

w(s, t) = (t ∧ v(s))EY .
A natural question arising now is the description of a snake having for tour the hairy tour,

and the convergence to the jumping snake.

3.1 Hairy tour and jumping snake

Let (f, ζ) be an element of C([0, 1])2 such that f is the head of a snake with lifetime process
ζ. Hence, f is assumed to be compatible with ζ, that is, for 0 ≤ s ≤ t ≤ 1, if ζ(s) = ζ(t) =
minu∈[s,t] ζ(u) then f(s) = f(t) (this translates the fact that in the tree coded by ζ, the two
real numbers s and t code the same node, and so the head of the snake coded by f should
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take one unique value on these points). The snake with tour (f, ζ) is the function (ν, ζ) ∈
C([0, 1] × [0,+∞]) × C[0, 1] defined as follows: For any s ∈ [0, 1] and t ∈ [0,+∞], define

ρ(s, t, ζ) =

{
sup{α ≤ s, ζ(α) = t} if 0 ≤ t ≤ ζ(s),

s if t ≥ ζ(s).

(We allow t = +∞; since ρ(s, t, ζ) = ρ(s, ζ(s), ζ) for t ≥ ζ(s), this is just a technical convenience.)
The function ρ plays an important role in the homeomorphism theorem of [19]; it allows us to
express the snake with the tour of the snake. The snake is

ν(s, t) = f(ρ(s, t, ζ)) for (s, t) ∈ [0, 1] × [0,+∞].

All nodes of the path from the root to the node coded by v(s) are also terminal points in the
branching random walk. The function ρ allows us to find their positions in the tree (r only gives
the values of terminal points); we refer to [19] for additional explanations.

Since we can not work in the set of continuous functions (because of the hairs), we denote
by Γ(f, ζ) the graph of ν:

Γ(f, ζ) = { (s, t, ν(s, t)) , (s, t) ∈ [0, 1] × [0,+∞]}.

We let K′ = K([0, 1] × [0,+∞] × R) be the space of non-empty compact subsets of [0, 1] ×
[0,+∞] × R equipped with the Hausdorff metric (8). (We allow t = +∞ so that Γ(f, ζ) is a
compact set. Alternatively, we could use the space of closed sets in [0, 1] × [0,+∞[×R with the
Fell topology [13, Appendix A.2].) The function (f, ζ) 7→ Γ(f, ζ) is continuous from C[0, 1]2 into
K′.

Let A ⊂ [0, 1] × [0,+∞] × R, ζ ∈ C[0, 1], and B ⊂ [0, 1] × R with B ∩
(
[0, 1] × (R \ [−a, a])

)

finite for every a > 0. We set

(A, ζ) ⊕ B := A ∪ {(x, y, z + a) : (x, y, z) ∈ A, y ≥ ζ(x), (x, a?) ∈ B and a ∈ [0, a?] or [a?, 0]}

We define the jumping snake J(f, ζ,X) with set of jumps X ⊂ [0, 1]×R, lifetime process ζ, and
continuous head process f (compatible with ζ), as the compact set

J(f, ζ,X) = (Γ(f, ζ), ζ) ⊕ X.

A simulation

Figure 8 represents a non-normalized branching random walk. The set of points represented
in this picture is the union of the graphs (Wn(k, t), t), t ≤ Vn(k) for all k. It is a projection
of the discrete snake alive (under the lifetime process). One can see that all big jumps are
done at leaves or displace only small subtrees. It is also clear that the occupation measure
of this branching random walk is almost the same as that without the displaced subtrees (this
illustrates Theorems 1 and 4). Finally, one guesses (a little bit) that the jumps are larger that the
“continuous part”. The limit picture when the size goes to +∞ is a vertical line with horizontal
hairs. To finish, to have a good picture of a branching random walk with displacements having
moment of order 4, just shave the hairs in Figure 8.
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Figure 8: Discrete branching random walk (size 150 000) where Y is symmetric and satisfies
P(|Y | > y) = (1 + y)−5/2 for y ≥ 0.

Remark 5 (About the name “jumping snake”). At first, recall that the name Brownian
snake comes from the interpretation of (w(s, t), 0 ≤ t ≤ v(s)) as the body of a snake at time s;
the head of the snake is at point w(s, v(s)). The head of the snake in the time interval [s, s+ds]
moves forward in a new direction if v increases in s+ (the remaining of its body does not move)
and comes back in its tracks if v(s) decreases in s+ (of course, since v is a Brownian excursion,
v is not really increasing or decreasing in any interval of positive length). In the case of the
jumping snake, at any point (s, t) such that 0 ≤ t < v(s), w(s, t) = w(s−, t) = w(s+, t) but for
the point (s, a(s)) in Ξ (that correspond of the hairs of the tour), we have

w(s, v(s)) = w(s−, v(s−)) + a(s) = w(s+, v(s)) + a(s).

In our interpretation in term of snake, we see that the snake makes a jump of size a(s) at time
s and comes back instantaneously to its position before the jump.

Theorem 9. If the hypotheses of Theorem 5 are fulfilled, then Γ(rn, vn) converges weakly in K′

to J(r, v,Ξ) where Ξ is described in Theorem 5.

Theorem 10. If the hypotheses of Theorem 6, 6′ or 6′′ are fulfilled, then Γ(n−1/qRn(2n·), vn)
converges weakly in K′ to J(0, v,Ξ), where Ξ is described in Theorem 6.

Figure 9 illustrates the behavior of large branching random walk with non centered values.

4 Proofs

Lemma 1. There exists α > 0 such that for every ε > 0 there exists a finite real number Cε

such that
P(|vn(s) − vn(t)| ≤ Cε|t − s|α for all s, t ∈ [0, 1]) ≥ 1 − ε.

In other words, the sequence ‖vn‖Hα of Hölder norms is tight.

13



 0

 350

 0  300
 0

 450

-1000  0  3000
 0

 350

-45000  0  9000

Figure 9: Discrete branching random walk (size 100 000) with values 1+y where Y is symmetric
and satisfies P(|Y | > y) = (1 + y)−5/2 for y ≥ 0, P(|Y | > y) = (1 + y)−3/2 for y ≥ 0, and for the
last one P(|Y | > y) = (1 + y)−1.1 for y ≥ 0.

Proof. Gittenberger [12] proved (in a stronger form) that for all s, t, ε > 0

P(|vn(s) − vn(t)| ≥ ε) ≤ C1|s − t|−1 exp
(
−C2ε|s − t|−1/2

)
,

which immediately gives, for any p > 0,

E|vn(s) − vn(t)|p ≤ C(p)|s − t|p/2−1.

Taking p = 6, the result follows by Kolmogorov’s continuity criterion [13, Theorem 3.23] (and its
proof, to get uniformity in n), cf. [4, Theorem 12.3]. (Indeed, taking p large enough, we obtain
the result for any α < 1/2.)

An alternative, more probabilistic, proof runs as follows. (We only sketch the details.)
We may assume α < 1/4, and then [18, Theorem 2] implies that it is equivalent to prove the
statement for the depth first queue process instead of the DFW V . The depth first queue process
is a random walk {Sk}n+1

0 with S0 = 0 and i.i.d. increments distributed as ξ − 1, conditioned
on Sn+1 = −1 and Sj ≥ 0 for 0 ≤ j ≤ n. It is well known [11] (and easy to prove) that if∑n+1

1 ξi = −1 (with ξi ≥ −1 integers), exactly one conjugation (i.e. a cyclic shift) of {ξi}n+1
1

yields a non-negative sequence of partial sums {Sj}n
1 . Hence we can construct our {Sj} by

conditioning on Sn+1 = −1 only, followed by the proper conjugation. Since conjugation changes
the Hölder norm by at most a factor 2 (because of wrapping around), it is sufficient to prove
the corresponding result for (normalized) partial sums conditioned on Sn+1 = −1. It is, by
exchangeability, enough to take 0 ≤ s ≤ t ≤ 1/2, which means that we only have to look at the
first half of the walk {Sj}n

1 . But it is easy to see, by conditioning on Sdn/2e, that the probability
of any event for this part of the walk is bounded by a constant times the same probability for
a random walk without conditioning. For such walks, the result is a well-known consequence of
Kolmogorov’s continuity criterion [13, Theorem 3.23].

Remark 6. This is the only place where we use the assumption Eeαξ < ∞. (It is used in both
proofs, although it probably could be replaced by existence of a sufficiently high moment in
[18].) Hence, a proof of this lemma for all (or at least some other) ξ with Eξ2 < ∞ would extend
our results to that case. Note that Aldous [2] proves tightness of vn assuming only Eξ2 < ∞; it
is not easy to see whether his proof can be strengthened to yield Hölder continuity.

Proof of Theorem 1. Let x1, . . . , xk be fixed with 0 ≤ x1 < x2 < · · · < xk ≤ 1. We know by

Aldous [2] that vn
(d)−→ v in C[0, 1]. By the Skohorod coupling theorem (see e.g. [13, Theorem
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4.30]), we may assume that the random trees τn are realized on the same probability space and
that vn −→ v in C[0, 1] almost surely. Let Tn be the subtree of τn spanned by the root and the
nodes (f(b2nxic))i∈J1,kK, and let T be the corresponding subtree of the continuum random tree
defined by v (see Aldous [1, 2]). Now, T is determined by the vector

W (v;x1, . . . , xk) = (v(x1), v̌(x1, x2), v(x2), . . . , v̌(xk−1, xk), v(xk))

(v̌ is defined in (5)) and Tn by the corresponding vector W (vn;x
(n)
1 , . . . , x

(n)
k ) where x

(n)
i =

b2nxic/2n. It follows from vn −→ v a.s. that W (vn;x
(n)
1 , . . . , x

(n)
k ) converges a.s. to W (v;x1, . . . , xk).

Thus, a.s., for large n, Tn has the same shape as T , and the lengths of its branches divided by√
n converge to the corresponding lengths of the branches of T . By the standard central limit

theorem applied to each branch, it follows that conditioned on v, the increments of Φ along
the branches, divided by σY n1/4, converge jointly to independent normal variables that can be
regarded as the increments of a Brownian motion on T along the branches. This implies that
unconditionally,

(rn(x1), . . . , rn(xk), vn(x1), . . . , vn(xk))
(d)−→ (r(x1), . . . , r(xk), v(x1), . . . , v(xk)).

Truncation

We write Rn(t; {Zi}) for the head of the discrete snake obtained by replacing the values y(u)
(with the vertices in depth-first order, say) by Z1, . . . , Zn. When all Zi are equal to the same
constant β, we also write Rn(t;β). We similarly write rn(t; {Zi}) = n−1/4Rn(2nt; {Zi}) and
rn(t;β) for the normalized head.

Fix a sequence {bn} and truncate the random variable Yi as follows:

Y ′
ni = Yi �][|Yi|≤bn

,

Y ′′
ni = Yi − Y ′

i = Yi �][|Yi|>bn
.

We similarly truncate the generic variable Y to Y ′
n and Y ′′

n . We further write

R′
n(t) = Rn(t; {Y ′

ni}), R′′
n(t) = Rn(t; {Y ′′

ni}),
r′n(t) = rn(t; {Y ′

ni}) = n−1/4R′
n(2nt), r′′n(t) = rn(t; {Y ′′

ni}) = n−1/4R′′
n(2nt),

and with centered variables (when the means exist)

R̃′
n(t) = Rn(t; {Y ′

ni − EY ′
ni}), R̃′′

n(t) = Rn(t; {Y ′′
ni − EY ′′

ni}),
r̃′n(t) = n−1/4R̃′

n(2nt), r̃′′n(t) = n−1/4R̃′′
n(2nt).

Note that one has always rn(t, {Zi + Yi}) = rn(t, {Zi}) + rn(t, {Yi}) and thus rn = r′n + r′′n.
We begin with the versions with centering. We will use the following special case of Rosen-

thal’s inequality (see Petrov [20, Theorem 2.9]):

Lemma 2. Suppose Z,Z1, Z2, . . . are i.i.d. with E(Z) = 0. Let Sn =
∑n

i=1 Zi. Then for each
p ≥ 2,

E(|Sn|p) ≤ Cp

(
nE(|Z|p) + np/2(E(Z2))p/2

)

for a constant Cp that depends only on p.
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We will also frequently use (without further comment) the fact that if Z, Zn and Wn are

random variables in some metric space, Zn
(d)−→ Z and d(Zn,Wn)

(p)−→ 0, then Wn
(d)−→ Z [4,

Theorem 4.1].

Lemma 3. (i) Suppose bn = O(n−εan) for some ε > 0 and E(|Y ′
n|2) = O(n−1/2a2

n). Then
{a−1

n R̃′
n(2n·)}n is tight in C[0, 1].

(ii) If further E(|Y ′
n|2) = o(n−1/2a2

n), then a−1
n R̃′

n(2n·) (p)−→ 0 in C[0, 1].

Proof. Let gn(x) = a−1
n R̃′

n(2nx).
(i): By Lemma 1, there exist C > 0 and α > 0 such that

|vn(s) − vn(t)| ≤ C|s − t|α for s, t ∈ [0, 1] (11)

with probability arbitrarily close to 1. We condition on vn, assumed to satisfy (11). Given
s, t ∈ [0, 1], with 2ns and 2nt integers, let u ∈ [s, t] with vn(u) = v̌n(s, t). The path from f(2ns)
to f(2nt) consists of two parts, one descending from f(2ns) to f(2nu) and one increasing from
f(2nu) to f(2nt). The total length of the path is, using (11),

Vn(2ns) + Vn(2nt) − 2Vn(2nu) = n1/2
(
vn(s) + vn(t) − 2vn(u)

)

≤ Cn1/2(|s − u|α + |t − u|α) ≤ 2Cn1/2|s − t|α.

Hence, by Lemma 2, for any fixed p ≥ 2,

E|gn(s) − gn(t)|p ≤ c1a
−p
n

(
n1/2|s − t|αE|Y ′ − EY ′|p + np/4|s − t|pα/2(E|Y ′ − EY ′|2)p/2

)

≤ c2a
−p
n

(
n1/2|s − t|αE|Y ′|p + np/4|s − t|pα/2(E|Y ′|2)p/2

)

≤ c2(bn/an)pn1/2|s − t|α + c3|s − t|pα/2

≤ c4n
1/2−pε + c3|s − t|pα/2.

Choosing p such that pε ≥ 5/2 and pα ≥ 4, this is at most, since |s − t| ≥ 1/(2n) except in the
trivial case s = t,

c4n
−2 + c3|s − t|2 ≤ c5|s − t|2.

We have shown that, conditioned on v satisfying (11),

E|gn(s) − gn(t)|p ≤ c5|s − t|2 (12)

for all s and t such that 2ns and 2nt are integers. Since gn is defined by linear interpolation
between these points, (12) holds for all s, t ∈ [0, 1]. The tightness now follows by [4, Theorem
12.3].

(ii): Again conditioning on (11), we have |vn(s)| ≤ C|s|α ≤ C, and thus by the same
argument

E|gn(s)|2 ≤ c6a
−2
n n1/2

E|Y ′ − EY ′|2 −→ 0.

Hence the finite-dimensional distributions tend to 0, and the result follows by part (i).

Lemma 4. Suppose that EY 2 < ∞ and bn −→ ∞. Then r̃′′n(x)
(p)−→ 0 for each fixed x ∈ [0, 1],

and r̃′′n
(p)−→ 0 in L2[0, 1].
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Proof. If 2nx is an integer, R̃′′
n(2nx) is a sum of n1/2vn(x) independent copies of Y ′′

n − EY ′′
n . It

follows that, also if 2nx is not an integer,

E
(
R̃′′

n(2nx)2 | vn

)
≤ n1/2vn(x)E(Y ′′

n − EY ′′
n )2 ≤ n1/2vn(x)E(Y ′′

n )2

and thus
E

(
r̃′′n(x)2 | vn

)
≤ vn(x)E(Y ′′

n )2. (13)

Let us again condition on (11) and thus |vn(x)| ≤ C. We then have, since E(Y ′′
n )2 −→ 0,

E
(
r̃′′n(x)2) ≤ CE(Y ′′

n )2 −→ 0 (14)

and thus r̃′′n(x)
(p)−→ 0.

Similarly, integrating (14),

E
(
‖r̃′′n‖2

L2[0,1]

)
=

∫ 1

0
E

(
r̃′′n(x)2

)
dx ≤ CE(Y ′′

n )2 −→ 0

and thus ‖r̃′′n‖L2[0,1]
(p)−→ 0.

Lemma 5. Suppose that E Y 2 < ∞, and let bn = n1/4−ε for some ε > 0 with ε < 1/4. Then

(r̃′n, vn)
(d)−→ (r, v) in C([0, 1])2.

Proof. Since E|Y ′
n|2 ≤ E|Y |2 < ∞, the conditions of Lemma 3 are satisfied with an = n1/4, and

thus {r̃′n}n is tight in C[0, 1]. Hence also {(r̃′n, vn)}n is tight.

Since r̃′n(x) = rn(x; {Yi − EYi}) − r̃′′n(x), and r̃′′n(x)
(p)−→ 0 for every fixed x by Lemma 4,

Theorem 1 (applied to Y − EY ) implies that the finite-dimensional distributions of (r̃ ′
n, vn)

converge to those of (r, v), and the result follows.

We now study r′n and r′′n, defined without centering.

Lemma 6. Suppose that EY = 0 and E|Y |q < ∞ for some q > 2, and let bn = n1/4−ε for some

ε > 0 with (1 − 4ε)(q − 1) > 1. Then (r′n, vn)
(d)−→ (r, v) in C[0, 1]2.

Proof. Let βn = E(Y ′
n) = −E(Y ′′

n ). We have P(|Y | > t) = O(t−q) and thus

|βn| = |EY ′′
n | ≤ E|Y ′′

n | =

∫ ∞

0
P(|Y ′′

n | > t) dt = bnP(|Y | > bn) +

∫ ∞

bn

P(|Y | > t) dt

= O(b1−q
n ) = o(n−1/4).

(15)

Since βn is non-random,

rn(x;βn) = n−1/4R(2nx;βn) = n−1/4βnVn(2nx) = n−1/4βnn1/2vn(x)
(p)−→ 0

in C[0, 1], because n1/4βn → 0 by (15) and vn
(d)−→ v. Since r′n = r̃′n(x) + rn(x;βn), the result

follows from Lemma 5.

We let E be the event that some path from the root in the tree contains more than one value
y(u) with |y(u)| > bn.
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Lemma 7. If P(|Y | > bn) = o(n−3/4), then P(E) −→ 0.

Proof. A node v in T has h(v) ancestors. Hence, the number of pairs (u, v) of nodes in T with
u an ancestor of v equals L =

∑
v∈T h(v), the total path length.

If E happens, there is such a pair (u, v) with |y(u)|, |y(v)| > bn, so given T , P(E | T ) ≤
LP(|Y | > bn)2. Hence, for any A > 0,

P(E) ≤ P(L > An3/2) + An3/2
(
P(|Y | > bn)

)2
= P(n−3/2L > A) + o(1). (16)

It is well known that n−3/2L converges in distribution [1, 2]; indeed,

L =
1

2

∫ 2n

0
Vn(t) dt +

n

2
= n

∫ 1

0
n1/2vn(x) dx +

n

2
,

so

n−3/2L
(d)−→

∫ 1

0
v(x) dx. (17)

Hence (16) yields

lim sup
n→∞

P(E) ≤ P

(∫ 1

0
v ≥ A

)
,

and the result follows by letting A → ∞.

Proof of Theorem 2. Suppose first that (i) does not hold. Then, for some δ > 0, at least for n
in a subsequence nk,

P(|Y | > n1/4) ≥ δn−1.

Consequently, if N is the number of y(u) with |y(u)| > n1/4, then

P(N = 0) ≤ (1 − δn−1)n −→ e−δ.

Hence, with probability at least 1 − e−δ + o(1), at least one y(u) satisfies |y(u)| > n1/4, which
means that |Rn(j) − Rn(j + 1)| > n1/4 for some j and thus |rn(s) − rn(t)| > 1 for some s and t
with |s− t| = 1/2n. It follows from [4, Theorem 8.2] that (rn)n cannot be tight. Hence (ii) and
(iii) do not hold.

Conversely, suppose that (i) holds. Choose bn = n1/4−ε for a small ε > 0 such that 1 − 4ε >
3/4. Lemma 6 applies, with q = 3, say, so to prove (ii) and (iii) it suffices to show

r′′n
(p)−→ 0 in C[0, 1]. (18)

To show this, note that P(|Y | > bn) = O(b−4
n ) = o(n−3/4), so Lemma 7 applies. If the event

E does not happen, every sum R′′
n(k) = Rn(k; {Y ′′

ni}) contains at most one non-zero term, and
thus

max
x

|Rn(x; {Y ′′
ni})| = max

i≤n
|Y ′′

ni|.

Hence, for every δ > 0,

P
(
sup |r′′n| > δ

)
≤ P(E) + P

(
n−1/4 max

i≤n
|Y ′′

ni| > δ
)
≤ P(E) + nP

(
|Y ′′

n | > δn1/4
)

≤ P(E) + nP
(
|Y | > δn1/4

)
−→ 0,

by Lemma 7 and the assumption.
Consequently, (18) holds, which completes the proof.
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Proof of Theorem 3. Take bn = n1/8. By Lemma 5, (r̃′n, vn) −→ (r, v) in C[0, 1] × C[0, 1], and

thus in L2[0, 1] × C[0, 1]. Moreover, Lemma 4 shows that r̃ ′′n
(p)−→ 0 in L2[0, 1], and the result

follows because rn = r′n + r′′n.

Proof of Theorem 4. To prove νn
(d)−→ µ, it is sufficient to prove

∫
g dνn

(d)−→
∫

g dµ for every
bounded, uniformly continuous function g on R, see [13, Theorem 16.16]; by approximating g by
a Lipschitz function (using [4, Theorem 4.2]), we can further assume that |g(x)−g(y)| ≤ C|x−y|
for some C and all x, y. By (6) and (7), we thus have to show

1

n

n∑

i=1

g
(
σ

1/2
ξ σ−1

Y n−1/4Φvi(h(vi))
)

(d)−→
∫ 1

0
g
(
σ

1/2
ξ σ−1

Y r(t)
)
dt. (19)

Let us for convenience write ḡ(x) = g
(
σ

1/2
ξ σ−1

Y x
)

and Ψ(u) = Φu(h(u)). Using the fact that f̃(t)
defined in (1) is uniformly distributed over v1, . . . , vn, (19) can be written

1

2n

∫ 2n

0
ḡ
(
n−1/4Ψ(f̃(t))

)
dt

(d)−→
∫ 1

0
ḡ
(
r(t)

)
dt. (20)

Now, Ψ(f̃(t)) is either Rn(btc) or Rn(dte), and Rn(t) is defined by linear interpolation between
these values. Hence

∣∣Ψ(f̃(t)) − Rn(t)
∣∣ ≤

∣∣Rn(btc) − Rn(dte)
∣∣ = 3

∫ dte

btc

∫ dte

btc
|Rn(s) − Rn(u)| ds du

and thus, with C̄ = σ
1/2
ξ σ−1

Y C, the Lipschitz constant of ḡ,

1

2n

∫ 2n

0

∣∣∣ḡ
(
n−1/4 Ψ(f̃(t))

)
− ḡ

(
n−1/4Rn(t)

)∣∣∣ dt ≤ 3C̄

2n

∫∫

|s−u|≤1
n−1/4|Rn(s) − Rn(u)| ds du

= 6C̄n

∫∫

|x−y|≤1/2n
|rn(x) − rn(y)| dx dy.

(21)

We know by Theorem 3 that rn
(d)−→ r in L2[0, 1], and thus in L1[0, 1]; By the Skorohod coupling

theorem [13, Theorem 4.30], we may assume that ‖rn − r‖L1 =
∫
|rn − r| −→ 0.

Let ε > 0. Since r is continuous, we have |r(x) − r(y)| ≤ ε if |x − y| ≤ 1/2n when n is large
enough. For such n,

n

∫∫

|x−y|≤1/2n

|rn(x) − rn(y)| dx dy ≤ n

∫∫

|x−y|≤1/2n

|r(x) − r(y)| dx dy + n

∫∫

|x−y|≤1/2n

|rn(x) − r(x)| dx dy

+ n

∫∫

|x−y|≤1/2n

|rn(y) − r(y)| dx dy

≤ ε + 2

∫ 1

0
|rn(x) − r(x)| dx −→ ε.
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Since ε was arbitrary, this shows that the right hand side in (21) tends to 0, so to show (20), it
suffices to show that

1

2n

∫ 2n

0
ḡ
(
n−1/4Rn(t)

)
dt =

∫ 1

0
ḡ
(
rn(t)

)
dt −→

∫ 1

0
ḡ
(
r(t)

)
dt.

This is immediate consequence of rn → r and the Lipschitz condition on g.

Lemma 8. Let u be a random node in T , and let Tu be the subtree consisting of u and its

descendants. Then |Tu|/n
(p)−→ 0.

Proof. Clearly, v ∈ Tu if and only if u = v or u is an ancestor of v, so, see the proof of Lemma 7,

∑

u∈T

|Tu| = |T | + L.

Hence, conditioned on T ,

E(|Tu| | T ) =
|T | + L

|T | = 1 +
L

n + 1

and, by Markov’s inequality,

P(|Tu| > εn | T ) ≤ 1

εn
+

L

εn2
.

Consequently, for any ε > 0,

P(|Tu| > εn) ≤ 1

εn
+

n7/4

εn2
+ P(L > n7/4) −→ 0,

because n−7/4L
(p)−→ 0 by (17).

Lemma 9. Suppose that P(Y ≥ y) = (a+ + o(1))y−q and P(Y ≤ −y) = (a− + o(1))y−q for
some q > 0 and a+, a− ≥ 0. If bn = n1/q−ε with 0 < ε < 1/(4q), then

n−1/qR′′
n(2n·) (d)−→ H(0,Ξ) in K, (22)

where Ξ is a Poisson process in [0, 1] × (R \ {0}) with intensity qa+y−q−1dx dy for y > 0 and

q−|y|−q−1dx dy for y < 0. Moreover, (22) holds jointly with vn
(d)−→ v (in C[0, 1]), and further

with rn(· ; {Y (n)
i }) (d)−→ r, with (r, v) independent of Ξ, whenever {Y (n)

i } are random variables
independent of {Y ′′

ni} such that this limit holds.

Proof. We truncate further. We let Y ′′
ni = Y

δ
ni + Y δ

ni with

Y
δ
ni = Y ′′

ni �][|Y ′′

ni|≤δn1/q , Y δ
ni = Y ′′

ni �][|Y ′′

ni|>δn1/q ,

and let Ξδ be Ξ restricted to [0, 1] × (R \ [−δ, δ]).
Since H(0,Ξδ) is obtained from H(0,Ξ) by adding hairs of lengths at most δ, we have, in K,

d
(
H(0,Ξδ),H(0,Ξ)

)
≤ δ,
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and thus H(0,Ξδ) −→ H(0,Ξ) a.s. as δ → 0.
Similarly, if the event E does not happen,

max
x

|n−1/qRn(2nx; {Y δ
ni})| = max

i≤n
n−1/q|Y δ

ni| ≤ δ

and hence, in C[0, 1] and thus in K,

d
(
n−1/qRn(2nx; {Y δ

ni}), n−1/qRn(2nx; {Y ′′
ni})

)
≤ δ. (23)

Note that Lemma 7 applies because P(|Y | > bn) = O(b−q
n ) = o(n−3/4). Consequently, for any

ε > 0 and every δ < ε, (23) implies

lim sup
n→∞

P

(
d
(
n−1/qRn(2nx; {Y δ

ni}), n−1/qRn(2nx; {Y ′′
ni})

)
≥ ε

)
≤ lim

n→∞
P(E) = 0.

By [4, Theorem 4.2], (22) now follows if we can show

n−1/qRn(2nt; {Y δ
ni})

(d)−→ H(0,Ξδ) in K (24)

for every fixed δ > 0.
Thus fix δ > 0, and assume that n is so large that bn < δn1/q. Let ν be the measure on

R with density qa+y−q−1dy for y > 0 and q−|y|−q−1dy for y < 0, and let νδ be the restriction
of ν to R \ [−δ, δ]. Let N be the number of non-zero Y δ

ni, 1 ≤ i ≤ n. Then N has a binomial
distribution with parameters n and

P(Y δ
n1 6= 0) = P(|Y | > δn1/q) ∼ aδ−qn−1,

where a = a+ + a−. Consequently,

N
(d)−→ Po(aδ−q) = Po

(
νδ(R)

)
. (25)

The case νδ(R) = 0, i.e. a+ = a− = 0, is now trivial, because then N
(p)−→ 0 by (25). We may

thus assume νδ(R) > 0.
Let the non-zero values of n−1/qY δ

ni be X1, . . . , XN (in random order), and let the corre-
sponding vertices be v1, . . . , vN . Suppose that E does not happen. Let f be the depth first
traversal defined in the introduction and let hn(t) = n−1/qRn(2nt; {Y δ

ni}). Then, for integers j,
hn(j/2n) = Xi if f(j) is in the subtree Ti consisting of vi and its descendants, and hn(j/2n) = 0
otherwise. By the properties of the depth first traversal, {j : f(j) ∈ Ti} is an interval, say
[li,mi], for each i, and mi − li = 2|Ti| − 2 ≥ 0. When Rn is extended to non-integer values, we
see that hn(t) is 0 except on the N disjoint intervals Ji = [(li − 1)/2n, (mi + 1)/2n]; it is 0 at
the endpoints of Ji, constant Xi on the subinterval [li/2n,mi/2n], and linear in between.

Conditioned on N , we can construct {vi} and {Xi}, and thus {Y δ
ni} and hn by choosing N

independent, uniformly distributed points ti in [0, 1], taking vi = f̃(2nti), with f̃ defined in (1),
and Xi = Zi where Z1, . . . , ZN are independent copies of n−1/qY conditioned on |n−1/qY | > δ;
note that this makes the vi independent and uniformly distributed among the non-root vertices.
Actually, to get the correct distribution we should condition on the vi being distinct. Since the
probability of a collision is < N 2/n → 0 (for N fixed), the error we make can be ignored in the
limit.

21



Let S ⊂ [0, 1] × R be the set of the N points (ti, Zi). Thus H(0, S) is the set consisting of
the horizontal interval [(0, 0), (1, 0)] and the N vertical segments [(ti, 0), (ti, Zi)]i∈J1,NK. Noting
that ti ∈ Ji, it follows that

d
(
hn,H(0, S)

)
≤ max

i
|Ji|.

By Lemma 8, |Ji| = |Ti|/n
(p)−→ 0 for each i, and thus

d
(
hn,H(0, S)

) (p)−→ 0. (26)

We have conditioned on N , but since N converges in distribution, (26) holds also unconditionally.
It is convenient to assume that (ti, Zi) are defined as above for all i ≥ 1, independent of each
other and of N , with S = {(ti, Zi)}N

1 .
Recall that the variables N , ti and Zi depend on n, although we do not show that in the

notation, and that the distribution of ti is uniform on [0, 1] and the distribution of Zi is the
conditional distribution of n−1/qY given |Y | > δn1/q. For y ≥ δ,

P(Zi > y) =
P(Y > yn1/q)

P(|Y | > δn1/q)
−→ a+y−q

aδ−q
=

νδ]y,∞[

νδ(R)
,

and similarly for P(Zi < −y). It follows that Zi converges in distribution to a random variable
Z ′

i with the distribution νδ/νδ(R). By the Skorohod coupling theorem (see e.g. [13, Theorem
4.30]) we can assume that actually Zi → Z ′

i a.s. for every i as n → ∞, and similarly, using (25),
that N → N ′ ∼ Po(νδ(R)); we can also assume that we use the same ti for every n. Then, a.s.,

S = {(ti, Zi)}N
1 −→ S′ = {(ti, Z ′

i)}N ′

1 in K,

and it is easily seen that this implies

H(0, S) −→ H(0, S ′) in K.

Together with (26), this shows

n−1/qRn(2nt; {Y δ
ni}) = hn

(p)−→ H(0, S′) in K.

However, S ′ is constructed as a Po(νδ(R)) number of independent points (ti, Z
′
i) with the distri-

bution dt× νδ/νδ(R) on [0, 1]×R; this means that S ′ is a Poisson process with intensity dt× νδ,
and thus equals (in distribution) Ξδ (see also [13, Proposition 16.17]). Consequently, we have
shown (24) and thus (22).

The final claim on joint convergence holds because we can choose all ti and Zi independent

of vn and {Y (n)
i }.

Proof of Theorem 5. Let bn = n1/4−1/100. Then Lemma 6 (with q = 3) yields

r′n
(d)−→ r in C[0, 1] (27)

and Lemma 9 (with q = 4) yields

r′′n
(d)−→ H(0,Ξ) in K.
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Unfortunately, r′n and r′′n are not independent. We therefore modify the truncation as follows.
Let Z be a random variable whose distribution equals the conditional distribution of Y given
|Y | ≤ bn. We let Z1, Z2, . . . be copies of Z, independent of each other, {Yi}, and τn, and define

Ŷni =

{
Y ′

ni = Yi if |Yi| ≤ bn,

Zi if |Yi| > bn.

(Another way to describe this is that if Yi is too large, we resample until we get an acceptable
value.) Note that each Ŷni has the same distribution as Z, and that they are independent of
{Y ′′

ni}. Define

r̂n(t) = n−1/4Rn(2nt; {Ŷni}),
and note that

r̂n(t) − r′n(t) = n−1/4Rn(2nt; {Ŷni − Y ′
ni}).

Now Ŷni − Y ′
ni is non-zero only if |Yi| > bn; if E does not happen, this occurs at most once on

each path. Further, |Z| ≤ bn and thus |Ŷni − Y ′
ni| ≤ bn. Consequently, using Lemma 7,

P(sup |r̂n − r′n| > n−1/4bn) = P
(
sup

t
|Rn(t; {Ŷni − Y ′

ni})| > bn

)
≤ P(E) −→ 0,

and thus

r̂n − r′n
(p)−→ 0 in C[0, 1]. (28)

By (27) and (28), r̂n
(d)−→ r. Since {Ŷni} and {Y ′′

ni} are independent, Lemma 9 yields

(r̂n, r′′n)
(d)−→

(
r,H(0,Ξ)

)
in C[0, 1] ×K,

and (28) again yields

(r′n, r′′n)
(d)−→

(
r,H(0,Ξ)

)
in C[0, 1] ×K. (29)

We define an addition in K by

K1 u K2 = {(x, y1 + y2) : (x, y1) ∈ K1, (x, y2) ∈ K2}, (30)

that is, Minkowski addition in the second coordinate. It is easy to see that K1 u K2 is compact
(but possibly empty). It is also easy to see that u is a continuous map C[0, 1] × K → K. (It is
not continuous K × K → K.) Finally, for (graphs of) continuous functions, u equals the usual
addition. Hence, (29) implies

rn = r′n + r′′n = r′n u r′′n
(d)−→ r u H(0,Ξ) = H(r,Ξ) in K.

The same argument shows joint convergence of rn and vn.

Proof of Theorems 6, 6′, 6′′. Let bn = n1/q−ε with ε = 1/100. We use the decomposition

n−1/qRn(2n·) = n−1/qR′′
n(2n·) + n−1/qR̃′

n(2n·) + n−1/qRn(2n·; EY ′
n). (31)
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The first term converges to H(0,Ξ) in K by Lemma 9, so it suffices to show that the other
two terms converge to 0 in C[0, 1]. For the second term, this is Lemma 3(ii), with an = n−1/q,
provided we can verify the condition

E|Y ′
n|2 = o

(
n−1/2+2/q

)
. (32)

We have, by the assumptions, P(|Y | > t) = O(t−q), and thus

E|Y ′
n|2 = 2

∫ bn

0
tP(|Y | > t) dt = O

(
1 +

∫ bn

1
t1−q dt

)
=





O
(
b2−q
n

)
= o

(
n2/q−1

)
, q < 2,

O
(
log bn

)
= O

(
log n

)
, q = 2,

O
(
1
)
, q > 2.

In all three case, (32) holds, and thus the second term in (31) tends to 0.
The final term in (31) equals

n−1/q
EY ′

n Vn(2n·) = n1/2−1/q
EY ′

n vn.

Since vn
(d)−→ v, it thus remains to show that

n1/2−1/q
EY ′

n −→ 0. (33)

Similarly to the estimate of E|Y ′
n|2 above, we have

E|Y ′
n| =

∫ bn

0
P(|Y | > t) dt = O

(
1 +

∫ bn

1
t−q dt

)
=





O
(
b1−q
n

)
= o

(
n1/q−1

)
, q < 1,

O
(
log bn

)
= O

(
log n

)
, q = 1,

O
(
1
)
, q > 1.

Hence (33) holds when 0 < q < 2. When q ≥ 2, we have the additional assumption EY = 0,
and thus EY ′

n = −EY ′′
n . Hence, as in (15),

|EY ′
n| = |EY ′′

n | ≤ E|Y ′′
n | = bnP(|Y | > bn) +

∫ ∞

bn

P
(
|Y | > t

)
dt = O

(
b1−q
n

)
= o

(
n1/q−1+qε

)
,

and again (33) holds.

Proof of Theorem 7. By Theorem 6 applied to Y − EY ,

(
n−1/2Rn(2n·; {Yi − m}), n−1/2Vn(2n·)

) (d)−→
(
H(0,Ξ), v

)

in K × C[0, 1]. Since Rn(x) = Rn(x; {Yi − m}) + mVn(x) and u defined in (30) is continuous
K × C[0, 1] → K, it follows that

(
n−1/2Rn(2n·), n−1/2Vn(2n·)

) (d)−→
(
H(0,Ξ) u mv, v

)
=

(
H(mv,Ξ), v

)
.

in K × C[0, 1].

Proof of Theorem 8. We apply Theorem 7 with a+ = a− = 0 and thus Ξ = ∅ and H(mv,Ξ) =
mv. This shows convergence to (mv, v) in K×C[0, 1]. Since, as remarked in Section 2, gn −→ g
in K is equivalent to gn −→ g in C[0, 1] when gn, g ∈ C[0, 1], we also have convergence in
C[0, 1]2.
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Proof of Theorem 9. Thanks to (29), joint convergence with vn −→ v, and the Skorohod cou-
pling theorem, we may assume that r′n −→ r in C[0, 1], r′′n −→ H(0,Ξ) in K, and vn −→ v in
C[0, 1]. By the homeomorphism theorem of [19], one then has

Γ(r′n, vn) −→ Γ(r, v) in C([0, 1] × [0,+∞]) ⊂ K′.

A simple analysis shows that

Γ(r′′n, vn) −→ (Γ(0, v), v) ⊕ Ξ in K′,

and that
(Γ(0, v), v) ⊕ Ξ = ([0, 1] × R

+ × {0}, v) ⊕ Ξ.

Now, if f1 and f2 are continuous functions, then

Γ(f1 + f2, ζ) = Γ(f1, ζ) +̈ Γ(f2, ζ)

where +̈ is the Minkowski addition in the third coordinate, cf. (30). So, we have

Γ(rn, vn) = Γ(r′n, vn) +̈ Γ(r′′n, vn)

converging to

Γ(r, v) +̈
(
([0, 1] × R

+ × {0}, v) ⊕ Ξ
)

= J(r, v,Ξ)

since the operator C([0, 1] × [0,+∞]) ×K′ −→ K′, (K1,K2) 7→ K1 +̈K2, is continuous.

Proof of Theorem 10. By Theorems 6, 6′, 6′′ and the Skorohod coupling theorem, we may assume
that

(
n−1/qRn(2n·), vn

)
−→

(
H(0,Ξ), v

)
in K × C[0, 1] a.s. It is easy to see that this implies

Γ
(
n−1/qRn(2n·), vn

)
−→ J(0, v,Ξ) in K′.
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