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SummarySummary

•• Overlay networks for P2P systemsOverlay networks for P2P systems
•• Semi-decentralized systemsSemi-decentralized systems
•• Decentralized systemsDecentralized systems

•• Non-structured networksNon-structured networks
•• Structured networksStructured networks

•• Large interaction networksLarge interaction networks
•• Common propertiesCommon properties
•• Navigable networksNavigable networks

•• Putting things togetherPutting things together



Overlay Networks forOverlay Networks for
P2P SystemsP2P Systems
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Peer-to-Peer (P2P) ParadigmPeer-to-Peer (P2P) Paradigm

•• Opposed to the master-slave paradigmOpposed to the master-slave paradigm

•• A group of users share a common space in aA group of users share a common space in a
decentralized manner, all playing the same roledecentralized manner, all playing the same role

•• Objectives:Objectives:
•• Share data (music, movies, etc.)Share data (music, movies, etc.)

•• Share resources (computing facilities)Share resources (computing facilities)

•• Functionalities:Functionalities:
•• PublishPublish

•• SearchSearch
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Main (Ideal) CharacteristicsMain (Ideal) Characteristics

•• No central serverNo central server

•• Self organizationSelf organization

•• Users can join and leave the system at anyUsers can join and leave the system at any
timetime

•• Fault-toleranceFault-tolerance

•• Anonymity (?)Anonymity (?)
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Client-ServerClient-Server
Server

User

@data?
File
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Semi-Decentralized SystemsSemi-Decentralized Systems
Server (local)

User @
Data

@data?
IP@
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File
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DiscussionDiscussion

•• Pro:Pro:
•• QuickQuick acces acces

•• Enable sophisticated types of requestEnable sophisticated types of request

•• Con:Con:
•• Expensive (computation and storage)Expensive (computation and storage)

•• Bottleneck (high congestion)Bottleneck (high congestion)

•• Single point of failureSingle point of failure
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Decentralized SystemsDecentralized Systems

•• Nodes are connected by a logical Nodes are connected by a logical overlayoverlay
networknetwork, deployed over the Internet, deployed over the Internet

•• Link Link (u,v)(u,v) means  means u u knows the IP@ of knows the IP@ of vv
•• Structure of the overlay:Structure of the overlay:
•• Not structured:Not structured:

oo nodes connect to arbitrary nodesnodes connect to arbitrary nodes

•• Structured:Structured:
oo nodes are connected to specific nodesnodes are connected to specific nodes
oo in order to achieve a specific topologyin order to achieve a specific topology
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Non structured networksNon structured networks
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DiscussionDiscussion

•• Pro:Pro:
•• Easy to implement, and cheap!Easy to implement, and cheap!

•• Con:Con:
•• High traffic load (if flooding)High traffic load (if flooding)

•• Non exhaustive (if search is bounded)Non exhaustive (if search is bounded)

•• Routing is hazardousRouting is hazardous
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Structured networksStructured networks

•• Principles:Principles:
•• Let Let KK be a metric space (e.g.,  be a metric space (e.g., [0,1[[0,1[ ) )

•• Assign a Assign a labellabel to every node to every node
labellabel : { IP@ }  : { IP@ } →→ K K

•• Assign a Assign a keykey to every resource to every resource
keykey : { resources }  : { resources } →→ K K

•• The resource The resource rr is  is publishedpublished at the node  at the node uu such such

that that distdist((labellabel(u), (u), keykey(r)(r))) is minimal. is minimal.
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Principles (cont)Principles (cont)

•• Connections:Connections:
•• Depends on Depends on KK

•• Roughly:Roughly:
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RoutingRouting

•• Key-based routing (Content AddressableKey-based routing (Content Addressable
Networks)Networks)

•• Greedy routing to Greedy routing to κκ at current node  at current node uu::
•• N(u) = { N(u) = { neighbors ofneighbors of u } u }

•• Let Let vv be a node such that: be a node such that:

                      dist(dist(labellabel(v), (v), κκ) = ) = minminww∈∈N(u)N(u) dist  dist ((labellabel(w), (w), κκ))

•• Route to Route to vv
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Resource publicationResource publication

•• Node Node uu aims at publishing resource  aims at publishing resource rr
•• Node Node uu computes  computes κκ  = = keykey(r)(r)

•• Node Node uu tells to the node  tells to the node vv in charge of  in charge of κκ that it is that it is
storing storing rr

•• Node Node vv stores the IP@ of  stores the IP@ of u u in its in its lookuplookup table table

•• The second phase is based on the The second phase is based on the routingrouting
procedureprocedure
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Searching for resourcesSearching for resources

•• Node Node uu search for resource  search for resource rr
•• Node Node uu computes  computes κκ  = = keykey(r)(r)

•• Node Node uu asks the IP@s of nodes storing  asks the IP@s of nodes storing rr to the to the
node node vv where  where κκ is published is published

•• Node Node vv sends these IP@s to  sends these IP@s to uu

•• The second phase is based on the The second phase is based on the routingrouting
procedureprocedure
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DynamicsDynamics

•• Node Node uu leaves: leaves:
•• Reallocation of keys to Reallocation of keys to uu’’s neighborss neighbors
•• Update connections between Update connections between uu’’s neighborss neighbors

•• Node Node uu joins: joins:
•• Connection to an Connection to an entry pointentry point
•• Label computation (hash function:Label computation (hash function:

labellabel(u)=(u)=hashhash(IP@(u))(IP@(u))
•• Setting of Setting of uu’’s connectionss connections
•• Reallocation of keys from Reallocation of keys from uu’’s neighborss neighbors
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DiscussionDiscussion

•• Structured networks are based on theStructured networks are based on the
Distributed Hash TableDistributed Hash Table ( (DHTDHT) paradigm) paradigm

•• Pro:Pro:
•• Fully distributedFully distributed
•• Low traffic and load balancingLow traffic and load balancing
•• Exhaustive searchExhaustive search

•• Con:Con:
•• The dynamics is a bit complexThe dynamics is a bit complex
•• Basic requests (key-based)Basic requests (key-based)
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ProblemProblem

•• Design a Design a dynamicdynamic network (i.e., nodes can network (i.e., nodes can
join and leave at their convenience) in whichjoin and leave at their convenience) in which
routing and updating are routing and updating are efficientefficient..

•• Many solutions, based on standard Many solutions, based on standard staticstatic
graph topologiesgraph topologies
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ConstraintsConstraints

•• Fast updatesFast updates
Limited amount of control messagesLimited amount of control messages
⇒⇒  small degreesmall degree

•• Fast lookupsFast lookups
Short routes Short routes ⇒⇒  small diametersmall diameter

•• Balanced routing trafficBalanced routing traffic
No hot spotNo hot spot
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Example: the oriented ringExample: the oriented ring
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CANCAN
““Content-Addressable NetworkContent-Addressable Network””

Ratnasamy,Francis, Handley, Karp, Shenker [SIGCOMM ’01]

join

Exp. degree = O(d)
Exp. diameter = O(d n1/d)

d-dimensionnal torus
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ChordChord
Stoica, Morris, Karger, Kaashoek, Balakrishnan [SIGCOMM ’01]

dd–dimensional hypercube

M-10
3 2 1

x

x+2i

Exp.degree = O(log n)
Exp. diameter = O(log n)
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ViceroyViceroy
Malkhi, Naor, Ratajczak [PODC ‘02]

Butterfly Network

Exp. degree = O(1)
Exp. diameter = O(log n)
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de de BruijnBruijn-based -based DHTsDHTs

• I. Abraham, B. Awerbuch, Y. Azar, Y. Bartal,
D. Malkhi, E. Pavlov: A generic scheme for
building overlay networks in adversial
scenarios

• P. Fraigniaud, Ph. Gauron: D2B: a de Bruijn
Based Content-Addressable Network

• F. Kaashoek, D. Karger: Koorde: a simple
degree-optimal distributed hash table

• M. Naor, U. Wieder: Novel architectures for
P2P applications: the continuous-discrete
approach
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D2BD2B
•• Based on the de Based on the de Bruijn Bruijn graphgraph
•• Measures:Measures:

•• #key per node#key per node
•• DegreeDegree
•• Length of the routesLength of the routes
•• CongestionCongestion

•• PerformancesPerformances
•• In expectationIn expectation
•• With high probability (With high probability (Prob Prob ≥≥ 1-1/n 1-1/n))
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DeDe Bruijn  Bruijn graphgraph

VV = {binary sequences of length  = {binary sequences of length kk}}

  EE =  = {(x{(x11xx22……xxkk))→→(x(x22……xxkkyy)),,  y=0y=0  oror  11}}

000

100

010 101 111

110

011001
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Node and key labelsNode and key labels

•• LabelLabel = binary sequence of length  = binary sequence of length ≤≤  mm..

•• KeyKey = binary sequence of length  = binary sequence of length = m= m..

          ⇒⇒ up to  up to 22mm  labels and keyslabels and keys

     In practice, set      In practice, set m=128m=128 or even  or even 256256
•• The key The key κκ is stored by node  is stored by node xx if and only if  if and only if xx

is a prefix of is a prefix of κκ..
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Universal Prefix SetUniversal Prefix Set
•• Let Let WWii, , i=1,i=1,……,q,q, be , be qq binary sequences binary sequences..

•• The set The set S={WS={W11,W,W22,,……,,WWqq}} is a  is a universal prefixuniversal prefix
setset if and only if, for any infinite binary if and only if, for any infinite binary
sequence sequence BB, there is one and only one , there is one and only one WWii

which is a prefix of which is a prefix of BB..

•• Example: Example: {0,11,100,1010,10110,10111}{0,11,100,1010,10110,10111}
•• Remark: Remark: {{εε}} where  where εε is the empty sequence is is the empty sequence is

a universal prefix set.a universal prefix set.

•• By construction, the set of nodes in D2B is aBy construction, the set of nodes in D2B is a
universal prefix set.universal prefix set.
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Routing ConnectionsRouting Connections

Parents

Children
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Children Connections and RoutingChildren Connections and Routing

x1x2………xk

x2…xj

x1x2………xk

x2………xky1y2…yj

The set {y1y2…yj} is a UPS
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Join Procedure (1/3)Join Procedure (1/3)

•• A joining node A joining node uu contacts an entry point  contacts an entry point vv in in
the networkthe network

•• Node Node uu selects an  selects an mm-bit binary sequence -bit binary sequence LL
at random: its at random: its preliminary labelpreliminary label

•• A request for join is routed from A request for join is routed from vv to the to the
node node ww that is in charge of key  that is in charge of key LL
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Join Procedure (2/3)Join Procedure (2/3)

•• Node Node ww labeled  labeled xx11xx22…………xxkk  extends its labelextends its label
to to xx11xx22…………xxkk00

•• Node Node uu takes label  takes label xx11xx22…………xxkk11

•• Node Node ww transfers to  transfers to uu all keys  all keys κκ such that such that
xx11xx22…………xxkk11  is prefix of is prefix of κκ
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Join Procedure (3/3)Join Procedure (3/3)

x1x2………xk

x2………xky1y2…yj

x1x2………xk0

x2………xk0y2…yj

x1x2………xk1
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#keys per node (1/2)#keys per node (1/2)

0 22mm-1xx

xx11xx22……xxkk  ⇒⇒ x x11xx22……xxkk00……………………00

yy
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#keys per node (2/2)#keys per node (2/2)

•• Divide Divide KK in  in n/(c log n)n/(c log n) intervals, each containing intervals, each containing
c log n |K|/nc log n |K|/n keys. keys.

•• Let Let XX = #nodes in interval  = #nodes in interval JJ  starting at starting at xx

•• nn  Bernouilli Bernouilli trials with probability trials with probability p = c log n/np = c log n/n

•• ChernoffChernoff  bound:bound:

Prob( |Prob( |∑∑XXii-np| > k -np| > k ) < 2 e) < 2 e-k-k22/3np/3np

⇒⇒  Prob(|X-c log n|>(3c)Prob(|X-c log n|>(3c)1/21/2 log n) < 2/n log n) < 2/n

⇒⇒  W.h.p., there is at least one node inW.h.p., there is at least one node in  JJ

⇒⇒  W.h.p., a given node managesW.h.p., a given node manages  O(|K|log n/n)O(|K|log n/n)  keyskeys
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Lookup routingLookup routing
Node Node xx11xx22………………xxkk    looks for key looks for key κκ11κκ22…………………………κκmm

  ⇒⇒  xx22………………xxkk  κκ11……κκhh

  ⇒⇒  xx33………………xxkk  κκ11……κκhh  κκhh+1+1…………………………κκhh+r+r

  ⇒⇒  xx44………………xxkk  κκ11……κκhh  κκhh+1+1…………κκhh+i+i

  ⇒⇒  xx55………………xxkk  κκ11……κκhh  κκhh+1+1…………κκhh+i+i  κκhh+i+1+i+1……κκhh+i+s+i+s

  ⇒⇒  xx66……xxtt

  ⇒⇒  xx77……xxtt  κκ11…………κκdd

At most At most kk hops to reach the node in charge of the key hops to reach the node in charge of the key
κκ11κκ22…………………………κκmm
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Length of node label (1/2)Length of node label (1/2)

00 22mm-1-1xx

xx11xx22……xxkk  ⇒⇒ x x11xx22……xxkk00……………………00

JJ

|J|=c |K| log n/n|J|=c |K| log n/n

yy
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Length of node-label (2/2)Length of node-label (2/2)

    Prob(|X-c log n|>(3c)    Prob(|X-c log n|>(3c)1/21/2 log n) < 2/n log n) < 2/n
⇒⇒  W.h.p., at most W.h.p., at most O(log n)O(log n) nodes in  nodes in JJ
⇒⇒  xx manages at least  manages at least |J| / 2|J| / 2O(log n)O(log n) keys keys
⇒⇒  k k ≤≤ m  m –– log|J| + O(log n) log|J| + O(log n)
⇒⇒  k k ≤≤ O(log n) O(log n)
⇒⇒ W.h.p., a lookup route is of length W.h.p., a lookup route is of length

O(log n)O(log n)
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Degree and congestionDegree and congestion

•• W.h.p., W.h.p., degreedegree =  = O(log n)O(log n)  using similarusing similar
techniques  (expected degree techniques  (expected degree O(1)O(1)  ))

•• CongestionCongestion =  = proba proba that a node is traversedthat a node is traversed
by a lookup from a random node to aby a lookup from a random node to a
random key = random key = O(log n/n)O(log n/n)
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Summary: Expected propertiesSummary: Expected properties

O(log n/n)O(log n/n)O(log n)O(log n)O(1)O(1)D2BD2B

O(log n/n)O(log n/n)O(log n)O(log n)O(1)O(1)ViceroyViceroy

O(log n/n)O(log n/n)O(log n)O(log n)O(log n)O(log n)ChordChord

O(d/nO(d/n1-1/d1-1/d))O(dnO(dn1/d1/d))O(d)O(d)CANCAN

CongestionCongestionLookupLookupUpdateUpdate



Large InteractionLarge Interaction
NetworksNetworks
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Interaction NetworksInteraction Networks
•• Communication networksCommunication networks

•• InternetInternet
•• Ad hoc and sensor networksAd hoc and sensor networks

•• Societal networksSocietal networks
•• The WebThe Web
•• P2P networks (the unstructured ones)P2P networks (the unstructured ones)

•• Social networkSocial network
•• AcquaintanceAcquaintance
•• Mail exchangesMail exchanges

•• Biology, linguistics, etc.Biology, linguistics, etc.
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Common statistical propertiesCommon statistical properties

•• Low densityLow density

•• ““Small worldSmall world”” properties: properties:
•• Average distance between two nodes is small, typicallyAverage distance between two nodes is small, typically

O(log n)O(log n)

•• The probability The probability pp that two distinct neighbors  that two distinct neighbors uu11 and  and uu22 of of
a same node a same node vv are neighbors is large. are neighbors is large.

pp =  = clustering coefficientclustering coefficient

•• ““Scale freeScale free”” properties: properties:
•• Heavy tailed probability distributions (e.g., of theHeavy tailed probability distributions (e.g., of the

degrees)degrees)
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Gaussian vs. Heavy tailGaussian vs. Heavy tail

µ

Example : human sizes Example : salaries
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Power lawPower law

prob{ X=k } prob{ X=k } ≈≈ k k--αα

loglog p pkk

log klog k
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Random graphs vs.Random graphs vs.
Interaction networksInteraction networks

•• Random graphs (Random graphs (pp≈≈log(n)/nlog(n)/n):):
•• low clustering coefficientlow clustering coefficient

•• Gaussian distribution of the degreesGaussian distribution of the degrees

•• Interaction networksInteraction networks
•• High clustering coefficientHigh clustering coefficient

•• Heavy tailed distribution of the degreesHeavy tailed distribution of the degrees
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New problematicNew problematic

•• Why these networks share theseWhy these networks share these
properties?properties?

•• What model forWhat model for
•• Performance analysis of these networksPerformance analysis of these networks

•• Algorithm design for these networksAlgorithm design for these networks

•• Impact of the measures?Impact of the measures?

More insights available at:More insights available at:

http://www.http://www.liafaliafa..jussieujussieu.fr/~.fr/~latapylatapy//
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Milgram Milgram ExperimentExperiment

•• Source person Source person ss  (e.g., in Wichita)(e.g., in Wichita)

•• Target person Target person tt (e.g., in Cambridge) (e.g., in Cambridge)
•• Name, professional occupation, city of living,Name, professional occupation, city of living,

etc.etc.

•• Letter transmitted via a chain of individualsLetter transmitted via a chain of individuals
related on a related on a personalpersonal basis basis

•• Result: Result: ““six degreessix degrees  of separationof separation””
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NavigabilityNavigability

•• Jon Kleinberg (2000)Jon Kleinberg (2000)
•• Why should there Why should there existexist short chains of short chains of

acquaintances linking together arbitrary pairs ofacquaintances linking together arbitrary pairs of
strangers?strangers?

•• Why should arbitrary pairs of strangers be ableWhy should arbitrary pairs of strangers be able
to to findfind short chains of acquaintances that link short chains of acquaintances that link
them together?them together?

•• In other words: how to In other words: how to navigatenavigate in a small in a small
worlds?worlds?
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Augmented graphs Augmented graphs H=(G,D)H=(G,D)

•• Individuals as nodes of a graph Individuals as nodes of a graph GG
•• Edges of Edges of GG model relations between individuals model relations between individuals

deducible from their societal positionsdeducible from their societal positions

•• A number A number kk of  of ““long linkslong links”” are added to  are added to GG at at
random, according to the probabilityrandom, according to the probability
distribution distribution DD
•• Long links model relations between individualsLong links model relations between individuals

that that cannotcannot be deduced from their societal be deduced from their societal
positionspositions
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Greedy RoutingGreedy Routing
in augmented graphsin augmented graphs

•• Source Source s s ∈∈ V(G) V(G)
•• Target Target t t ∈∈ V(G) V(G)

•• Current node Current node xx selects among its  selects among its degdegGG(x)+k(x)+k
neighbors the closest to neighbors the closest to t t in in GG, that is, that is
according to the distance function according to the distance function distdistGG()()..

•• Greedy routing in augmented graphs aimsGreedy routing in augmented graphs aims
at modeling the routing process performedat modeling the routing process performed
by social entities inby social entities in Milgram Milgram’’s s experiment.experiment.
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Augmented meshesAugmented meshes
Kleinberg (2000)Kleinberg (2000)

dd-dimensional -dimensional nn-node meshes-node meshes

augmented with augmented with dd--harmonicharmonic links links

uu
vv

prob(uprob(u→→v) v) ≈≈ 1 1//((log(n)*dist(u,v)log(n)*dist(u,v)dd))
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Harmonic distributionHarmonic distribution
•• dd-dimensional mesh-dimensional mesh
•• B(x,r) =B(x,r) = ball centered at  ball centered at xx of radius  of radius rr
•• S(x,r) =S(x,r) = sphere centered at  sphere centered at xx of radius  of radius rr
•• In In dd-dimensional meshes:-dimensional meshes:

•• |B(x,r)| |B(x,r)| ≈≈ r rdd

•• |S(x,r )| |S(x,r )| ≈≈ r rd-1d-1

ΣΣvv≠≠uu(1/dist(u,v)(1/dist(u,v)dd) = ) = ΣΣrr |S(u,r)|/r |S(u,r)|/rdd

≈≈  ΣΣrr 1/r  1/r ≈≈ log n log n
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PerformancesPerformances

dist(x,t)=rx

t
z

y

Expected #steps
to enter B(t,r/2) = log nB(t,r/2) = log n B(t,r/2)

For a current node For a current node xx at distance  at distance rr from  from tt,,

prob{x prob{x →→ B(t,r/2)}  B(t,r/2)} ≈≈ 1/log n 1/log n
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KleinbergKleinberg’’s theoremss theorems

•• Greedy routing performs in Greedy routing performs in O(logO(log22n / k)n / k)
expected #steps in expected #steps in dd-dimensional meshes-dimensional meshes
augmented with augmented with kk links per node, chosen links per node, chosen
according to the according to the dd-harmonic distribution.-harmonic distribution.
•• Note: Note: k = log nk = log n  ⇒⇒  O(log n)O(log n) expect. #steps expect. #steps

•• Greedy routing in Greedy routing in dd-dimensional meshes-dimensional meshes
augmented with a augmented with a hh-harmonic distribution,-harmonic distribution,
hh≠≠dd,, performs in  performs in ΩΩ(n(nεε)) expected #steps. expected #steps.
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ExtensionsExtensions
•• Two-step greedy routing: Two-step greedy routing: O(log n /O(log n / loglog  loglog n)n)

•• Coppersmith,Coppersmith, Gamarnik Gamarnik, , Sviridenko Sviridenko (2002)(2002)
oo Percolation theoryPercolation theory

•• MankuManku,, Naor Naor, , Wieder Wieder (2004)(2004)
oo NoN routingNoN routing

•• Routing with partial knowledge: Routing with partial knowledge: O(logO(log1+1/d1+1/d n) n)
•• Martel, Nguyen (2004)Martel, Nguyen (2004)

oo Non-oblivious routingNon-oblivious routing

•• Fraigniaud,Fraigniaud, Gavoille Gavoille, Paul (2004), Paul (2004)
oo Oblivious routingOblivious routing

•• Decentralized routing: Decentralized routing: O(log n * logO(log n * log22log n)log n)
•• LebharLebhar,, Schabanel  Schabanel (2004)(2004)

oo O(logO(log22n) expected #steps to find the routen) expected #steps to find the route
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Navigable graphsNavigable graphs

•• Definition:Definition: An infinite family  An infinite family FF of graphs is of graphs is
navigable if there existnavigable if there exist
•• an augmentation an augmentation DDGG for every graph  for every graph G G ∈∈  FF

•• a function a function f f ∈∈ O( O(polylogpolylog))

      such that, for every such that, for every nn-node graph -node graph G G ∈∈  FF,,
greedy routing in greedy routing in (G,D(G,DGG)) performs in  performs in f(n)f(n)
expected #steps.expected #steps.
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Known navigable graphsKnown navigable graphs
•• Bounded growth graphsBounded growth graphs
•• DefinitionDefinition: : |B(x,2r)| |B(x,2r)| ≤≤ k |B(x,r)| k |B(x,r)|
•• DuchonDuchon,, Hanusse Hanusse,, Lebhar Lebhar, , Schabanel Schabanel (2005)(2005)

•• Bounded doubling dimensionBounded doubling dimension
•• DefinitionDefinition: every : every B(x,2r)B(x,2r) can be covered by at can be covered by at

most most 22dd balls of radius  balls of radius rr, , B(xB(xii,r),r)
•• Slivkins Slivkins (2005)(2005)

•• Graphs of bounded Graphs of bounded treewidthtreewidth
•• Fraigniaud (2005)Fraigniaud (2005)
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Doubling dimensionDoubling dimension
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SvilkinsSvilkins’’  theoremtheorem

•• Theorem:Theorem: Any family of graphs with Any family of graphs with
doubling dimension doubling dimension O(O(loglog loglog n)n) is navigable. is navigable.

•• Proof: Graphs are augmented withProof: Graphs are augmented with
•• distdistGG(u,v) = r(u,v) = r
•• prob(u prob(u →→ v)  v) ≈≈ 1/|B(v,r)| 1/|B(v,r)|

x

t
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Graphs of large doubling dim.Graphs of large doubling dim.

•• Remark:Remark:  f(n)f(n)-dimensional -dimensional nn-node meshes-node meshes

CC11xCxC22x...x...xCxCff(n)(n)

    are navigable for any     are navigable for any f(n) f(n) ≤≤ log n log n

•• 11-harmonic distribution on every dimension.-harmonic distribution on every dimension.
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But...But...

TheoremTheorem  (Fraigniaud,(Fraigniaud, Lebhar Lebhar,, Lotker Lotker))

      Let Let ff such that such that

lim lim loglog loglog n / f(n) = 0n / f(n) = 0

   Any family    Any family FF of graphs containing all graphs of graphs containing all graphs
of doubling dimension at most of doubling dimension at most O(f)O(f) is  is notnot
navigable.navigable.
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Proof of non-navigabilityProof of non-navigability

•• The family The family FF contains the graph  contains the graph HHff::

x = xx = x1 1 xx22 ...  ... xxff  
is connected to all nodes

y = yy = y1 1 yy22 ...  ... yyff

such that yyii = x = xii + a + aii where
 a aii  ∈∈ {-1,0,+1} {-1,0,+1}

HHff has doubling dimension ff
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Intuitive approachIntuitive approach

•• Large doubling dimension Large doubling dimension ff implies that implies that
every nodes every nodes x x ∈∈  HHff  has choices overhas choices over
exponentially many directionsexponentially many directions

•• The underlying metric of The underlying metric of HHff  is is LL∞∞::
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Cayley Cayley GraphGraph
•• AA Cayley  Cayley graph graph GG is defined by a pair  is defined by a pair ((ΓΓ,S),S)

•• ΓΓ is a group:  is a group: V(G)= V(G)= ΓΓ
•• SS is a generating set of  is a generating set of ΓΓ::

(u,v) (u,v) ∈∈ E(G) E(G)  ⇔⇔  uu-1-1v v ∈∈  SS

•• Representation of groupsRepresentation of groups
•• Explicit construction of expandersExplicit construction of expanders
•• Examples:Examples:

•• CCnn  = ( Z= ( Znn, {-1,+1} ), {-1,+1} )
•• QQdd  = ( {0,1}= ( {0,1}dd,   {e,   {e11,e,e22,...,e,...,edd} )} )
•• HHff  = ( C= ( Cnn1/f 1/f x Cx Cnn1/f1/f x ... x C x ... x Cnn1/f 1/f ,   {g,   {g11,g,g22,...,g,...,g33f f } )} )
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Symmetric augmentationSymmetric augmentation

•• An augmentation An augmentation DD of a of a Cayley  Cayley graph graph GG is is
symmetric if for every symmetric if for every g g ∈∈ V V

prob(u prob(u →→  ugug) = prob(v ) = prob(v →→ vg) vg)

   for any pair of nodes    for any pair of nodes uu and  and vv..

g

u

ug
pp

g

v

vg
qq

q=pq=p
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Symmetrization Symmetrization lemmalemma

•• Lemma:Lemma: for any augmentation  for any augmentation DD of  of GG, there, there
exists a symmetric augmentation exists a symmetric augmentation DD’’ of  of GG
such that, for any pair such that, for any pair ss,,tt

ExpExp(#step routing from (#step routing from ss to  to t t in in (G,D(G,D’’))))

≤≤  maxmaxxx,,yyExpExp(#step routing from (#step routing from xx to  to yy in  in (G,D)(G,D)))

•• Proof:Proof:
•• xx = node of  = node of GG chosen uniformly at random chosen uniformly at random

•• DD’’uu(v) =(v) = D Dxuxu(xv)(xv)
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DirectionsDirections

+1,+1

+1,0

+1,-1

-1,+1

-1,0

-1,-1

0,+1

0,-1
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Disadvantaged directionsDisadvantaged directions

•• d = (dd = (d11,d,d22,...,d,...,dff) ) ∈∈ {-1,0,+1} {-1,0,+1}ff

•• dirdiruu((dd) = {) = { v =  v = (v(v11,v,v22,...,v,...,vff), v), vi i = u= uii+ a+ aii d dii

                   where                    where 11≤≤aaii≤≤nn1/f1/f/2 /2 }}

•• dd  is is disadvantageddisadvantaged at node  at node uu if if

prob(prob(uu  →→  dirdiruu((dd)) = min)) = mindd’’  prob(prob(uu  →→  dirdiruu((dd’’))))

•• For a symmetric distribution, if For a symmetric distribution, if dd is is
disadvantaged at disadvantaged at somesome node, then it is node, then it is
disadvantaged at disadvantaged at everyevery node. node.



March 7, 2006 P. Fraigniaud 71

HHff  is not navigableis not navigable

Source s

Target t

DisadvantagedDisadvantaged
directiondirection

At every step, probability ≤≤ 1/2 1/2ff to go in the right direction
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What time is it?What time is it?

•• IfIf time  time thenthen  treewidthtreewidth

•• elseelse  next-slidenext-slide



Putting things togetherPutting things together

Using Small World and Scale FreeUsing Small World and Scale Free
Properties for the Design ofProperties for the Design of

Overlay Networks in P2P SystemsOverlay Networks in P2P Systems
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CommunitiesCommunities
•• ContextContext: unstructured overlay networks: unstructured overlay networks
•• ObjectiveObjective: create communities: create communities
•• RuleRule: keep connected to nodes with whom you: keep connected to nodes with whom you

exchanged resourcesexchanged resources
•• ImpactImpact: the search time is significantly reduced: the search time is significantly reduced

(observed in, e.g., Gnutella)(observed in, e.g., Gnutella)
•• ReasonReason: acquaintances have high clustering: acquaintances have high clustering coef coef.,.,

thus resources you are interested in are close tothus resources you are interested in are close to
you in a network that maps the acquaintanceyou in a network that maps the acquaintance
graph.graph.
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High-degree-first searchHigh-degree-first search

•• ContextContext: unstructured overlay networks with: unstructured overlay networks with
power law degree distributionpower law degree distribution

•• RuleRule: High-degree-first search strategy: High-degree-first search strategy
•• Every node keeps track of the list of all theEvery node keeps track of the list of all the

resources stored by its neighborsresources stored by its neighbors
•• DFS search visiting high degree neighbors firstDFS search visiting high degree neighbors first

•• ImpactImpact: sub-linear search time: sub-linear search time
•• ReasonReason: well informed nodes are reached: well informed nodes are reached

rapidelyrapidely
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Mixing the twoMixing the two

•• NodesNodes
•• join one by one, and initially connect to join one by one, and initially connect to kk

arbitrary nodesarbitrary nodes

•• keep connected to nodes with whom theykeep connected to nodes with whom they
exchanged resourcesexchanged resources

•• store the lists of their neighborsstore the lists of their neighbors’’ resources resources

•• perform perform DFS searchDFS search with high-degree node with high-degree node
prioritypriority
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ExperimentsExperiments

•• P2P trace fromP2P trace from  eDonkeyeDonkey

•• The trace is The trace is 2h532h53 long long

•• Involves Involves 46,20246,202 peers and  peers and 342,204342,204
requestsrequests

•• Simulation of each (search) request:Simulation of each (search) request:
•• Routing from source to targets (there can beRouting from source to targets (there can be

many)many)

•• Update connectionsUpdate connections
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Degree distributionDegree distribution
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Search timeSearch time
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Search time vs. #copiesSearch time vs. #copies
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Navigable Small World DHTNavigable Small World DHT

Ring with k links chosen according 
to the 1-harmonic distribution
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Expected propertiesExpected properties

O(log n)O(log n)

O(logO(log22n /k)n /k)
O(1)O(1)

kk
D2BD2B

Small WorldSmall World

O(log n)O(log n)O(1)O(1)ViceroyViceroy

O(log n)O(log n)O(log n)O(log n)ChordChord

O(dnO(dn1/d1/d))O(d)O(d)CANCAN

routingroutingdegreedegree

1 ≤ k ≤ log n 
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ReferencesReferences

•• Go to Go to http://www.lri.fr/~http://www.lri.fr/~pierrepierre

•• DownloadDownload
•• Peer-to-peerPeer-to-peer

oo D2B: a deD2B: a de Bruijn  Bruijn Based Content-Addressable NetworkBased Content-Addressable Network
oo Combining the use of clustering and scale-free nature of userCombining the use of clustering and scale-free nature of user

exchanges into a simple and efficient P2P systemexchanges into a simple and efficient P2P system
•• Navigable networksNavigable networks

oo A New Perspective on the Small-World Phenomenon: GreedyA New Perspective on the Small-World Phenomenon: Greedy
Routing in Tree-Decomposed GraphsRouting in Tree-Decomposed Graphs

oo Eclecticism Shrinks Even Small WorldsEclecticism Shrinks Even Small Worlds

•• And see the references thereinAnd see the references therein
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