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Abstract

In this paper, we deal with algorithmic issues on
heterogeneous platforms. We show that static schedul-
ing and load-balancing strategies are absolutely needed
to achieve good performances, in contrast to situa-
tion for homogeneous parallel machines where dynamic
schemes often turn out to be very satisfactory. However,
we also show that static strategies targeted to heteroge-
neous platforms are difficult to design and implement:
intuitively, data distribution must obey a much more re-
fined model than standard block-cyclic distributions to
equally balance the load between processors of different
speeds. Technically, we state several NP-completeness
results that demonstrate the intrinsic difficulty of static
load-balancing on heterogeneous platforms.

1 Matrix Product on 2D Homogeneous
Grids

We shortly describe the parallel matrix multiplication
algorithm on a 2D homogeneous grid which is used in
Scalapack [4]. The �, � and � matrices are identically
partitioned into � � � rectangles. There is a one-to-one
mapping between these rectangles and the processors.
Each processor is responsible for updating its � rectan-
gle: more precisely, at step �, the �-th column of � is
horizontally broadcasted, the �-th row of � is vertically
broadcasted, and each processor updates its � rectangle
with the product of (fragments of) these column and row
as soon as received. As depicted in Figure 1, the total
volume of data exchanged is proportional to the sum of
the half perimeters of the ��� rectangles if the underly-
ing communication network does not allow to perform
communications in parallel. The work is perfectly bal-
anced: at each step, each processor processes the same
amount of data at the same speed as the others.
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Figure 1. �� � homogeneous grid

2 Matrix Product on Heterogeneous Plat-
forms

How to modify the previous algorithm for a hetero-
geneous platform? The idea is to keep the same frame-
work: at each step, one pivot column and one pivot row
are communicated to all processors, and independent
updates take place. However, with different-speed pro-
cessors, we cannot distribute same size rectangles from
the � matrix to the processors. Intuitively, we want
to balance the computing load so that each processor
receives an amount of work in accordance to its com-
puting power. Because all � blocks require the same
amount of arithmetic operations, each processor exe-
cutes an amount of work which is proportional to the
number of blocks that are allocated to it, hence propor-
tional to the area of its rectangle. Thus, parallelizing
the matrix-matrix product � � �� on a heterogeneous
platforms turns out to be equivalent to partition the unit
square into rectangles of prescribed area while minimiz-
ing a cost function based on half-perimeters of these
rectangles.

3 Rectangle Partitioning
Different partition types are summarized in Figure 2.

We present complexity results on problems equivalent to
matrix distribution on heterogeneous platforms with net-
work like Ethernet (

�
) or Myrinet (���) (see Table 1).

It is well-known that 1D partitions are not scalable since
the volume of communication grows proportionally to
the number of machines. Adapting this kind of distri-
bution to heterogeneous platforms is fairly easy but still
leads to non-scalable distributions. Nevertheless design-
ing heterogeneous 2D distributions turns out to be more
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Figure 2. Partitioning the unit square: a taxonomy
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���

Polynomial
NP-hard
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heuristic (��
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NP-hard.
Guaranteed

heuristic (��
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Table 1. Various complexity results for rectangle partitionning

difficult:
Heterogeneous 2D Grid : Given �� real positive num-

bers ��� � � � � �� s.t.
���

��� �� � � is there a heteroge-
neous grid partition of the unit square into �� rectangles
�� of size �� � �� s.t.

��

��� �� �
��

��� �� � �, and
a one-to-one mapping 	 from ��� �� � ��� �� to ��� ���

minimizing ���
�����������������

�
����
�������

�
. This optimisa-

tion problem is NP-hard (see [1] for more details).

The communication pattern is simpler for 2D grids
than for more general processor arrangements, but they
do not allow for a perfectly balanced workload in gen-
eral. Column-based partitions (with a different number
of processors in each column) are always perfectly bal-
anced, often close to the optimum solution and generally
lead to a rather simple communication pattern.

Distributing a matrix columnwise on a heterogeneous
platform made of different processors linked by a homo-
geneous network (like for example Myrinet) turns out to
be equivalent to solving the following problem, where
the �� are the processor speeds:
Col-Peri-Max : Given � real positive numbers
��� � � � � �� s.t.

��

��� �� � �, find a column-based par-
tition of the unit square into � rectangles �� of area ��
and of size 
� � ��, so that �������	
� 
 ��� is mini-
mized. This optimisation problem is NP-hard, but we
have provided a guaranteed heuristic (see [1] for more
details).

4 Conclusion
We have stated different complexity results on the

static load-balancing problem on heterogeneous plat-
forms. The practical applicability of our theoretical re-
sults has been demonstrated through a series of experi-
ments on one HNOW with Fast Ethernet and on another
one with Myrinet/Bip as communication network. Our
current work is focused on the design and the implemen-
tation of efficient on-the-fly redistribution to cope with
potential variations of the machin loads.
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