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Abstract

Scheduling computational tasks on processors is a
key issue for high-performance computing. Although
a large number of scheduling heuristics have been pre-
sented in the literature, most of them target only ho-
mogeneous resources. We present a new scheduling
heuristic for heterogeneous processors, which improves
the load-balancing achieved at each decision step while
keeping a low complexity. Experimental comparisons
with five heuristics taken from the literature (BIL,
GDL, CPOP, HEFT and PCT) and using six classical
testbeds, show very favomble results.

1. Introduction

tations of list-scheduling techniques for homogeneous
processors, and are still based upon critical paths and
bottom levels.

In this paper, we introduce a new scheduling heuris-
tic for heterogeneous processors, which we name the
Iso-Level Heterogeneous Allocation (ILHA) heuristic.
In a word, the main characteristic of the ILHA heuris-
tic is a better load-balancing at each decision step,
which is achieved by considering a chunk of several
ready tasks rather than a single one; the idea is to
allocate to each processor a number of the tasks in
the chunk that is proportional to its computing power .
We compare the ILHA heuristic with five heuristics
taken from the literature: the minimum Partial Com-
pletion Time static priority (PCT) heuristic, the Best
Imaginary Level (BIL) heuristic, the Heterogeneous
Earliest Finish Time (HEFT) heuristic, the Critical
Path on a Processor (CPOP) heuristic and the Gen-
eralized Dynamic Level (GDL) heuristic. For the ex-
perimental comparisons, we use six classical testbeds:
LAPLACE, LU, STENCIL, FORK-JOIN, DOOLIT-
TLE, and LDMt. All these comparisons show very fa-
vorable results. Note that the ILHA heuristic requires
a simple graph traversal, which renders it very attrac-
tive to process huge size problems.

The rest of the paper is organized as follows. Sec-
tion 2 is devoted to some technical preliminaries ( defini-'
tions and notations). We briefly survey the five heuris-
tics from the literature in Section 3. We present the
ILHA heuristic in Section 4. In Section 5, six classical
test beds are used to compare the different heuristics.
Finally, we give some concluding remarks in Section 6.

The efficient scheduling of application tasks is crit-
ical to achieving high performance in parallel and dis-
tributed systems. The objective of scheduling if to find
a mapping of the tasks onto the processors, and to
order the execution of the tasks so that: (i) task prece-
dence constraints are satisfied; and (ii) a minimum
schedule length is provided. Since the scheduling prob-
lem with communication delays is NP-hard [4), various
heuristics have been proposed in the literature (see the
tutorial [1)).

Although various different approaches are used to
solve the task scheduling problem, most of them tar-
get homogeneous processors only. Heterogeneity poses
new challenges to scheduling techniques. Schedul-
ing methods that are suitable for homogeneous envi-
ronments may well not be efficient for heterogeneous
domains. For instance, clustering techniques (such
as Gerasoulis and Yang's dominant sequence cluster-
ing [11)) are widely used in the context of homogeneous
parallel machines, while they seem difficult to use in the
context of heterogeneous processors. In the literature,
most heuristics for heterogeneous processors are adap-

2. Preliminaries

In this section, we specify some notations for the
standard macro-dataflow model, which is widely used
in the scheduling literature [1]. For each task schedul-
ing algorithm, the input is a directed acyclic graph
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