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Abstract—Many applications in scientific and engineering domains are structured as large numbers of independent tasks with low

granularity. These applications are thus amenable to straightforward parallelization, typically in master-worker fashion, provided that

efficient scheduling strategies are available. Such applications have been called divisible loads because a scheduler may divide the

computation among worker processes arbitrarily, both in terms of number of tasks and of task sizes. Divisible load scheduling has been

an active area of research for the last 15 years. A vast literature offers results and scheduling algorithms for various models of the

underlying distributed computing platform. Broad surveys are available that report on accomplishments in the field. By contrast, in this

paper, we propose a unified theoretical perspective that synthesizes previously published results, several novel results, and open

questions, in a view to foster novel divisible load scheduling research. Specifically, we discuss both one-round and multiround

algorithms, and we restrict our scope to the popular star and tree network topologies, which we study with both linear and affine cost

models for communication and computation.

Index Terms—Parallel computing, scheduling, divisible load.
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1 INTRODUCTION

SCHEDULING the tasks of a parallel application on the
resources of a distributed computing platform efficiently

is critical for achieving high performance. The scheduling
problem has been studied for a variety of application
models, such as the well-known directed acyclic task graph
model for which many scheduling heuristics have been
developed [1]. Another popular application model is that of
independent tasks with no task synchronizations and no
intertask communications. Applications conforming to this
admittedly simple model arise in most fields of science and
engineering. A possible model for independent tasks is one
for which the number of tasks and the task sizes, i.e., their
computational costs, are set in advance. In this case, the
scheduling problem is akin to bin-packing and a number of
heuristics have been proposed in the literature. Another
flavor of the independent tasks model is one in which the
number of tasks and the task sizes can be chosen arbitrarily.
This corresponds to the case when the application consists
of an amount of computation, or load, that can be divided
into any number of independent pieces. This corresponds to
a perfectly parallel job: Any subtask can itself be processed
in parallel, and on any number of workers. In practice, this

model is an approximation of an application that consists of
large numbers of identical, low-granularity computations.
This divisible load model has been widely studied in the last
several years, and Divisible Load Theory (DLT) has been
popularized by the landmark book written in 1996 by
Bharadwaj et al. [2].

DLT provides a practical framework for the mapping on
independent tasks onto heterogeneous platforms, and has
been applied to a large spectrum of scientific problems,
including linear algebra [3], image processing [4], [5], video
and multimedia broadcasting [6], [7], database searching
[8], [9], and the processing of large distributed files [10].
These applications are amenable to the simple master-
worker programming model and can thus be easily
implemented and deployed on computing platforms ran-
ging from small commodity clusters to computational grids
[11]. From a theoretical standpoint, the success of the
divisible load model is mostly due to its analytical
tractability. Optimal algorithms and closed-form formulas
exist for the simplest instances of the divisible load
problem. This is in sharp contrast with the theory of task
graph scheduling, which abounds in NP-completeness
theorems and in inapproximability results.

There exists a vast literature on DLT. In addition to the
landmark book [2], two introductory surveys have been
published recently [12], [13]. Furthermore, a special issue of
the Cluster Computing journal is entirely devoted to divisible
load scheduling [14], and aWeb page collecting DLT-related
papers is maintained [15]. Consequently, the goal of this
paper is not to present yet another survey of DLT theory and
its various applications. Instead, we focus on relevant
theoretical aspects: We aim at synthesizing some important
results for realistic platform models. We give a new
presentation of several previously published results, and
we add a number of new contributions. The material in this
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paper provides the level of detail and, more importantly, the

unifying perspective that are necessary for fostering new
research in the field.

In this paper, we limit our discussion to star-shaped and
tree-shaped logical network topologies because they often
represent the solution of choice to implement master-

worker computations. Note that the star network encom-
passes the case of a bus, which is a homogeneous star
network. We consider two types of model, for communica-
tion and computation: linear or affine in the data size. Our

major results include several optimality results in the case
where each processor receives a single message (one-round
strategies). We also provide new analytical formulations
and performance characterizations in the more general case
where each processor receives its load divided into several

submessages (multiround strategies).
The extended version of this paper [16] reviews works

that study other network topologies. It also surveys
constant-cost models. Numerous extensions to the original
DLT framework have been proposed recently. Release times

and buffer-size capacities are taken into account in [17],
multiple applications competing for resources are dealt
with in [18], and extensions to grid platforms are
considered in [19], [20]. In contrast, we limit ourselves to

the basic case of a single load to be distributed on a star-
shaped or tree-shaped platform.

The rest of this paper is organized as follows: In Section 2,
wedetail ourplatformandcostmodels.Wealso introduce the
algorithmic techniques that have been proposed to schedule

divisible loads: one-round and multiround algorithms. One-
round algorithms are described in detail in Section 3 and
multiround algorithms in Section 4. Finally, we conclude in
Section 5.

2 FRAMEWORK

2.1 Target Architectures and Cost Models

We consider either star-graphs or tree-graphs, and either
linear or affine costs, which leads to four different platform
combinations.

As illustrated in Fig. 1, a star network S ¼ fP0; P1; P2; . . . ;

Ppg is composed of amasterP0 and of pworkersPi, 1 � i � p.

There is a communication link from the master P0 to each
worker Pq. In the linear cost model, each worker Pq has a
(relative) computing power wq: It takes X:wq time units to
executeX units of load on worker Pq. Similarly, it takesX:gq
time unites to sendX units of load fromP0 toPq.Without loss
of generality, we assume that the master has no processing

capability (otherwise, add a fictitious extraworker paying no
communication cost to simulate computation at the master).

In the affine cost model, a latency is added to computa-
tion and communication costs: It takesWq þX:wq time units
to execute X units of load on worker Pq, and Gq þX:gq time
units to send X units of load from P0 to Pq. It is
acknowledged that these latencies make the model more
realistic.

For communications, the one-port model is used: The
master can only communicate with a single worker at a
given time-step. We assume that communications can
overlap computations on the workers: A worker can
compute a load fraction while receiving the data necessary
for the execution of the next load fraction. This corresponds
to workers equipped with a front end as in [2]. A bus network is
a star network such that all communication links have the
same characteristics: gi ¼ g and Gi ¼ G for each worker Pi,
1 � i � p.

Essentially, the same one-port model, with overlap of
communication with computation, is used for tree-graph
networks. A tree-graph T ¼ fP0; P1; P2; . . . ; Ppg (see Fig. 2)
simply is an arborescence rooted at the master P0. We still
call the other resources workers, even though nonleaf
workers have other workers (their children in the tree) to
which they can delegate work. In this model, it is assumed
that a worker in the tree can simultaneously perform some
computation, receive data from its parent, and commu-
nicate to at most one of its children (sending previously
received data).

2.2 Algorithmic Strategies: One-Round versus
Multiround

We denote by Wtotal the total load to be executed. The key
assumption of DLT is that this load is perfectly divisible
into an arbitrary number of pieces, or chunks. The master
can distribute the chunks to the workers in a single round
(also called “installment” in [2]), so that there is a single
communication between the master and each worker. The
problem is to determine the size of these chunks and the
order in which they are sent to the workers.

We review one-round algorithms in Section 3. For large
loads, the single round approach is not efficient due to the
idle time incurred by the last workers to receive chunks. To
reduce the makespan, i.e., the total execution time, the
master can send chunks to the workers in multiple rounds
so that communication is pipelined and overlapped with
computation. Additional questions in this case are: “How
many rounds should be scheduled?” and “What are the best
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Fig. 1. Heterogeneous star graph with the linear cost model.

Fig. 2. Heterogeneous tree graph.



chunk sizes at each round?” We discuss multiround
algorithms in Section 4.

In fact, we point out that there is no formal definition of a
round, which intuitively is a sequence of communications
from the master to different workers. The situation is clear
for one-round algorithms, formally defined as computa-
tions where each participating worker receives a single
message. This is not so clear for multiround algorithms,
which we define by contraposition: There is some worker
that receives at least two messages. However, from the
multiround denomination, we expect some periodicity, i.e.,
some regular pattern reproduced repeatedly, in the se-
quence of communications emitted by the master. All
published multiround algorithms exhibit such a regular
pattern.

3 ONE-ROUND ALGORITHMS

For one-round algorithms, the first problem is to determine
in which order the chunks should be sent to the different
workers (or, equivalently, to sort the workers), given that
the master can perform only one communication at a time.
Once the communication order has been determined, the
second problem is to decide how much work should be
allocated to each worker Pi: Each Pi receives �i units of
load, where

Pp
i¼1 �i ¼ Wtotal. The final objective is to

minimize the makespan, i.e., the total execution time.

3.1 Star Network and Linear Cost Model

This is the simplest platform combination, denoted as STAR-

LINEAR. Let �i denote the number of units of load sent to
worker Pi, such that

Pp
i¼1 �i ¼ Wtotal. Fig. 3 depicts the

execution, where Ti denotes idle time of Pi, i.e., the time
elapsed before Pi begins its processing. The goal is to
minimize the total execution time, Tf ¼ max1�i�pðTi þ �iwiÞ,
according to the linearmodel defined in Section 2. In Fig. 3, all
theworkers participate in the computation, and theyall finish
computing at the same time (i.e., Ti þ �iwi ¼ Tf ; 8i). This is a
general result.

Proposition 1. In any optimal solution of the STARLINEAR

problem, all workers participate in the computation, and they
all finish computing simultaneously.

Note that Proposition 1 has been proven for the case of a
bus in [2]. To the best of our knowledge, this is a new result
for the case of a heterogeneous star network. Furthermore,
in the case of a bus, any load distribution order is optimal
[2], but this property does not extend to the heterogeneous

case (for which the optimal ordering will be characterized
in Proposition 2 below).

Proof. We first prove that in an optimal solution all workers
participate to the computation. Then, we prove that in
any optimal solution, all workers finish computing
simultaneously. tu

Lemma 1. In any optimal solution, all workers participate in the
computation.

Proof. Consider an optimal solution: up to a renumbering of
the processors, assume that the ordering is P1; P2; . . . ; Pp.
Suppose that at least one worker is kept fully idle. In this
case, at least one of the �i, 1 � i � p, is zero. Let us
denote by k the largest index such that �k ¼ 0.

Case k < p. Consider the solution of STARLINEAR,
where we add Pk at the end of the initial solution (hence,
we use the ordering P1; . . . ; Pk�1; Pkþ1; . . . ; Pp; Pk). By
construction, �p 6¼ 0, so that the communication medium
is not used during at least the last �pwp time units.
Therefore, it would be possible to process at least

�pwp

gkþwk
>

0 additional units of load with worker Pk, which
contradicts the assumption that the original solution
was optimal: Pk does more work than in the original
solution where it was kept idle, and all the other
processors execute the same amount of load units.

Case k ¼ p. We modify the optimal solution of
STARLINEAR by giving some work to Pp without
increasing the execution time. Let k0 be the largest index
such that �k0 6¼ 0. By construction, the communication
medium is not used during at least the last �k0wk0 > 0
time units. Thus, as previously, it would be possible to
process at least �k0wk0

gpþwp
> 0 additional units of load with

worker Pp, which leads to a similar contradiction.
Therefore, in any optimal solution, all workers

participate in the computation. tu

It is worth pointing out that the above property does not
hold true if we consider solutions in which the commu-
nication ordering is fixed a priori. For instance, consider a
platform comprising two workers: P1 (with g1 ¼ 4 and
w1 ¼ 1) and P2 (with g2 ¼ 1 and w2 ¼ 1). If the first chunk
has to be sent to P1 and the second chunk to P2, the optimal
number of units of load that can be processed within 10 time
units is 5, and P1 is kept fully idle in this solution. On the
other hand, if the communication ordering is not fixed, then
six units of load can be performed within 10 time units (five
units of load are sent to P2, and then 1 to P1). In the optimal
solution, both workers perform some computation, and
both workers finish computing at the same time, which is
stated in the following lemma.

Lemma 2. In the optimal schedule, all workers finish computing
simultaneously.

Proof. Consider an optimal solution. All the �is have strictly
positive values (Lemma 1). Consider the following linear
program:

Maximize
X

�i;

subject to

LBðiÞ 8i; �i � 0

UBðiÞ 8i;
Pi

k¼1 �kgk þ �iwi � T:

�
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Fig. 3. Pattern of a solution for dispatching a divisible load, using a star
network and the linear cost model. All workers complete execution at the
same time-step Tf .



The �is satisfy the set of constraints above, and from any
set of �is satisfying the set of inequalities, we can build a
valid solution of the STARLINEAR problem that process
exactly

P
�i units of load. Therefore, if we denote by

ð�1; . . . ; �pÞ an optimal solution of the linear program,
then

P
�i ¼

P
�i.

It is known that one of the extremal solutions S1 of the
linear program is one of the convex polyhedron P
induced by the inequalities [21, chapter 11]. This means
that in the solution S1, there are at least p inequalities
among the 2p equalities. Since we know that for any
optimal solution of the STARLINEAR problem, all the �is
are strictly positive (Lemma 1), then this vertex is the
solution of the following (full rank) linear system

8i;
Xi
k¼1

�kgk þ �iwi ¼ T:

Thus, we derive that there is an optimal solution where
all workers finish their work at the same time.

Let us denote by S2 ¼ ð�1; . . . ; �pÞ another optimal
solution, with S1 6¼ S2. As already pointed out, S2

belongs to the polyhedron P. Now, consider the
following function f :

f :
IR ! IRn

x 7! S1 þ xðS2 � S1Þ:

�

By construction, we know that
P

�i ¼
P

�i. Thus, with
the notation fðxÞ ¼ ð�1ðxÞ; . . . ; �pðxÞÞ:

8i; �iðxÞ ¼ �i þ xð�i � �iÞ

and, therefore,

8x;
X

�iðxÞ ¼
X

�i ¼
X

�i:

Therefore, all the points fðxÞ that belong to P are
extremal solutions of the linear program.

Since P is a convex polyhedron and both S1 and S2

belong to P, then 80 � x � 1; fðxÞ 2 P. Let us denote by
x0 the largest value of x � 1 such that fðxÞ still belongs to
P: At least one constraint of the linear program is an
equality in fðx0Þ, and this constraint is not satisfied for
x > x0. Could this constraint be one of the UB(i)s? The
answer is no because otherwise this constraint would be
an equality along the whole line ðS2fðx0ÞÞ, and would
remain an equality for x > x0. Hence, the constraint of
interest is one of the LB(i)s. In other terms, there exists an
index i such that �iðx0Þ ¼ 0. This is a contradiction since
we have proven that the �is correspond to an optimal
solution of the STARLINEAR problem. Therefore,
S1 ¼ S2, the optimal solution is unique, and in this
solution, all workers finish computing simultaneously.

Altogether, this concludes the proof of Proposition 1.tu

To be able to characterize the optimal solution, there
remains to determine the best ordering for the master P0 to
send work to the workers.

Proposition 2. An optimal ordering for the STARLINEAR

problem is obtained by serving the workers in the ordering of

non decreasing link capacities gi.

We give a new, shorter proof of Proposition 2, which
originally appeared in [2, chapter 7], but under the
hypothesis that all workers participate and finish comput-
ing simultaneously. Note that we have shown that this
latter property indeed holds for any optimal schedule.

Proof. The proof is based on the comparison of the amount
of work that is performed by the first two workers, and
then proceeds by induction. To simplify notations,
assume that P1 and P2 have been selected as the first
two workers. There are two possible orderings, as
illustrated in Fig. 4. For each ordering, we determine
the total number of units of load �1 þ �2 that are
processed in T time-units, and the total occupation time,
t, of the communication medium during this time
interval. We denote with upper-script ðAÞ (respectively,
ðBÞ) all the quantities related to the first (respectively,
second) ordering.

Let us first determine the different quantities �
ðAÞ
1 ,

�
ðAÞ
2 , and tðAÞ for the upper ordering in Fig. 4:

. From the equality �
ðAÞ
1 ðg1 þ w1Þ ¼ T , we get:

�
ðAÞ
1 ¼ T

g1 þ w1
: ð1Þ

. Using the equality �
ðAÞ
1 g1 þ �

ðAÞ
2 ðg2 þ w2Þ ¼ T , we

obtain (from (1)):

�
ðAÞ
2 ¼ T

g2 þ w2
� Tg1
ðg1 þ w1Þðg2 þ w2Þ

: ð2Þ

Therefore, the overall number of processed units of
load is equal to (by (1) and (2)):

�
ðAÞ
1 þ �

ðAÞ
2 ¼ T

g1 þ w1
þ T

g2 þ w2
� Tg1
ðg1 þ w1Þðg2 þ w2Þ

ð3Þ

and the overall occupation time of the network medium
is equal to (using the previous equalities and tðAÞ ¼
�
ðAÞ
1 g1 þ �

ðAÞ
2 g2):
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Fig. 4. Comparison of the two possible orderings. (a) P1 starts before P2.

(b) P2 starts before P1.



tðAÞ ¼ Tg1
g1 þ w1

þ Tg2
g2 þ w2

� Tg1g2
ðg1 þ w1Þðg2 þ w2Þ

: ð4Þ

A similar expression can be obtained for scenario ðBÞ
and we derive that:

ð�ðAÞ
1 þ �

ðAÞ
2 Þ � ð�ðBÞ

1 þ �
ðBÞ
2 Þ ¼ T ðg2 � g1Þ

ðg1 þ w1Þðg2 þ w2Þ
; ð5Þ

and

tðAÞ ¼ tðBÞ: ð6Þ
Thanks to these expressions, we know that the occupa-
tion of the communication medium does not depend on
the communication ordering. Therefore, we only need to
consider the number of processed units of load in both
situations. Equation (5) indicates that one should send
chunks to the worker with the smallest gi first: If g2 > g1,
more work is done in time T with the ordering (A) than
with (B).

We now proceed to the general case. Suppose that the
workers are already sorted so that g1 � g2 � . . . � gp.
Consider an optimal ordering of the communications �,
where chunks are sent successively to P�ð1Þ; P�ð2Þ; . . .P�ðpÞ.
Let us assume that there exists an index i such that
�ðiÞ > �ðiþ 1Þ. Furthermore, let us consider the smallest
such index if multiple ones exist. Consider now the
following ordering:

P�ð1Þ; . . . ; P�ði�1Þ; P�ðiþ1Þ; P�ðiÞ; P�ðiþ2Þ; . . .P�ðpÞ:

Then, P�ð1Þ; . . . ; P�ði�1Þ; P�ðiþ2Þ; . . .P�ðpÞ perform exactly

the same number of units of load, since the exchange

does not affect the overall communication time, but

together, P�ðiþ1Þ and P�ðiÞ perform
T ðg�ðiÞ�g�ðiþ1ÞÞ

ðg�ðiþ1Þþw�ðiþ1ÞÞðg�ðiÞþw�ðiÞÞ
more units of load, where T denotes the remaining time

after communications to P�ð1Þ; . . . ; P�ði�1Þ. Therefore, the

initial ordering � is not optimal, which is a contradiction.

Therefore, index i does not exist, which proves that, in an

optimal ordering, the workers are sorted by nondecreas-

ing values of the gis. tu
According to Proposition 2, we now reorder the workers

so that g1 � g2 � . . . � gp. The following linear program
aims at computing the optimal distribution of the load:

Minimize Tf;

subject to

ð1Þ �i � 0 1 � i � p

ð2Þ
Pp

i¼1 �i ¼ Wtotal

ð3Þ �1g1 þ �1w1 � Tf ðfirst communicationÞ
ð4Þ

Pi
j¼1 �jgj þ �iwi � Tf ðith communicationÞ:

8>>>><
>>>>:

Theorem 1. The optimal solution for the STARLINEAR problem
is given by the solution of the linear program above.

Proof. Direct consequence of Propositions 1 and 2. Note that
inequalities (3) and (4) will be in fact equalities in the
solution of the linear program, so that we can easily
derive a closed-form expression for Tf . tu

We point out that this is linear programming with
rational numbers, hence of polynomial complexity. Finally,
we consider the variant where the master is capable of
processing chunks (with computing power w0) while
communicating to one of its children. It is easy to see that
the master is kept busy at all times (otherwise, more units of
load could be processed). The optimal solution is therefore
given by the following linear program (where g1 � g2 �
. . . � gp as before):

Minimize Tf;

subject to

ð1Þ �i � 0 0 � i � p

ð2Þ
Pp

i¼0 �i ¼ Wtotal

ð3Þ �0w0 � Tf ðcomputation of the masterÞ
ð4Þ �1g1 þ �1w1 � Tf ðfirst communicationÞ
ð5Þ

Pi
j¼1 �jgj þ �iwi � Tf ðith communicationÞ:

8>>>>>><
>>>>>>:

Closed-form expressions have been derived for the
optimal solution of the STARLINEAR problem, both for
homogeneous and heterogeneous star networks [2]. The
formulation in termsof linearprogram isuseful because it can
bedirectly extended todealwith treenetworks (Section3.2). It
also serves as the basis for the mixed linear program
formulation in the affine cost model (Section 3.3), and to
derive the asymptotically optimal multiround algorithm
(Section 4.3). Finally, we point out that the first use of linear
programming in the DLT literature appeared in [22].

3.2 Tree Network and Linear Cost Model

All the results in the previous section can be extended to a
tree-shaped network. There is, however, a key difference
with the beginning of Section 3.1: Each worker now is
capable of computing and communicating to one of its
children simultaneously. However, because of the one-
round hypothesis, no overlap can occur with the incoming
communication from the node’s parent.

We use a recursive approach, which replaces any set of
leaves and their parent by a single worker of equivalent
computing power. This idea of collapsing subnets into
equivalent processors originates in [23], [24].

Lemma 3. A single-level tree network with parent P0 (with input
link of capacity g0 and cycle-time w0) and p children Pi, 1 �
i � p (with input link of capacity gi and cycle-time wi), where
g1 � g2 � . . . � gp, is equivalent to a single node with same
input link capacity g0 and cycle-time w�1 ¼ 1=W (see Fig. 5),
where W is the solution to the linear program:

Maximize W;

subject to

ð1Þ �i � 0 0 � i � p

ð2Þ
Pp

i¼0 �i ¼ W

ð3Þ Wg0 þ �0w0 � 1

ð4Þ Wg0 þ �1g1 þ �1w1 � 1

ð5Þ Wg0 þ
Pi

j¼1 �jgj þ �iwi � 1:

8>>>>>><
>>>>>>:

Proof. Here, instead of minimizing the time Tf required to
execute load W , we aim at determining the maximum
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amount of workW that can be processed in one time-unit.
Obviously, after the end of the incoming communication,
the parent should be constantly computing.We know that
all children 1) participate in the computation and 2) termi-
nate execution at the same time. Finally, the optimal
ordering for the children is given by Proposition 2. This
completes the proof. Note that inequalities (3), (4), and (5)
will be in fact equalities in the solution of the linear
program, so that we can easily derive a closed-form
expression for w�1 ¼ 1=W . tu

Lemma 3 provides a constructive way of solving the
problem for a general tree. First, we traverse it from bottom
to top, replacing each single-level tree by the equivalent
node. We do this until there remains a single star. We solve
the problem for the star, using the results of Section 3.1.
Then, we traverse the tree from top to bottom, and undo
each transformation in the reverse ordering. Going back to a
reduced node, we know which amount of time it is
working. Knowing the ordering, we know which amount
of time each of the children is working. If one of these
children is a leaf node, we have computed its load. If it is a
reduced node, we apply the transformation recursively.

Instead of this pair of tree traversals, we could write
down the linear program for the whole tree: When it
receives something, a given node knows exactly what to do:
compute itself all the remaining time, and feed its children
in decreasing bandwidth order. However, the size of the
linear program would grow proportionally to the size of the
tree, hence the recursive solution is to be preferred.

3.3 Star Network and Affine Cost Model

To the best of our knowledge, the complexity of the
STARAFFINE problem is open. The main difficulty arises
from resource selection: contrarily to the linear case where
all workers participate in the optimal solution, it seems
difficult to decide which resources to use when latencies are
introduced. However, the second property proved in
Proposition 1, namely, simultaneous termination, still holds
true.

Proposition 3. In an optimal solution of the STARAFFINE

problem, all participating workers finish computing at the
same time.

Proof. The proof is very similar to the STARLINEAR case.
Details can be found in the extended version [16]. tu

Proposition 4. If the load is large enough, then for any optimal
solution 1) all workers participate and 2) chunks must be sent
in the order of nondecreasing link capacities gi.

Proof. Consider a valid solution of the STARAFFINE

problem with time bound T . Suppose, without loss of

generality, that ��ð1Þ units of load are sent to P�ð1Þ, then

��ð2Þ to P�ð2Þ, . . . and, finally, ��ðkÞ to Pk, where S ¼
fP�ð1Þ; . . . ; P�ðkÞg is the set of workers that participate to

the computation. Here, � represents the communication

ordering and is a one-to-one mapping from ½1 . . . k� to
½1 . . . p�. Moreover, let nTASK denote the optimal number

of units of load that can be processed using this set of

workers and this ordering.

. Consider the following instance of the STAR-

LINEAR problem, with k workers P 0
�ð1Þ; . . . ; P

0
�ðkÞ,

where 8i; G0
i ¼ 0;W 0

i ¼ 0; g0i ¼ gi; w
0
i ¼ wi and

T 0 ¼ T . Since all computation and communication

latencies have been taken out, the optimal

number of units of load nTASK
1 processed by this

instance is larger than the number of units of load

nTASK processed by the initial platform. From

Theorem 1, the value of nTASK
1 is given by a

formula

nTASK
1 ¼ fðS; �Þ � T;

where fðS; �Þ is either derived from the linear

program, or explicitly given by a closed form

expression in [25]. What matters here is that the

value of nTASK
1 is proportional to T .

. Consider now the following instance of the STAR-

LINEAR problem, with k workers P 0
�ð1Þ; . . . ; P

0
�ðkÞ,

where 8i; G0
i ¼ 0;W 0

i ¼ 0; g0i ¼ gi; w
0
i ¼ wi and T 0

¼ T �
P

i2SðGi þWiÞ.Clearly, theoptimalnumber

of units of load nTASK
2 processed by this instance of

theSTARLINEARproblem is lower thannTASK since

it consists in adding all the communication and

computation latencies before the beginning of the

processing.Moreover, as previouslynTASK
2 is given

by the formula

nTASK
2 ¼ fðS; �ÞðT �

X
i2S

ðGi þWiÞÞ:

Therefore, we have

fðS; �Þ 1�
P

i2SðGi þWiÞ
T

� �
� nTASK

T
� fðS; �Þ:

Hence, when T becomes arbitrarily large, then the

throughput of the platform, nTASK

T , becomes arbitrarily

close to fðS; �Þ, i.e., the optimal throughput if there were

no communication and computation latencies. Moreover,

we have proven that if there are no latencies, then fðS; �Þ
is maximal when S is the set of all the workers, and when

� satisfies

gj > gi¼)�ðiÞ > �ðjÞ:

Therefore,whenT is sufficiently large, thenall theworkers

should be used and the chunks should be sent to workers

in the ordering of nondecreasing link capacities gi. In this
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case, if g1 � . . . � gp, then the following linear system
provides an asymptotically optimal solution

8i;
Xi
k¼1

ðGk þ gk�kÞ þWi þ giwi ¼ T:

This solution is optimal if all gi are different. Determin-
ing the best way to break ties among workers having the
same bandwidth is an open question. tu
In the general case, we do not know whether there exists

a polynomial-time algorithm to solve the STARAFFINE

problem. However, we can provide the solution (with
potentially exponential cost) as follows: We start from the
mixed linear programming formulation of the problem
proposed by Drozdowski [8], and we extend it to include
resource selection. In the following program, yj is a Boolean
variable that equals 1 if Pj participates in the solution, and
xi;j is a Boolean variable that equals 1 if Pj is chosen for the
ith communication from the master:

Minimize Tf;

subject to

ð1Þ �i�0 1�i�p

ð2Þ
Pp

i¼1
�i¼Wtotal

ð3Þ yj2f0;1g 1�j�p

ð4Þ xi;j2f0;1g 1�i;j�p

ð5Þ
Pp

i¼1
xi;j¼yj 1�j�p

ð6Þ
Pp

j¼1
xi;j�1 1�i�p

ð7Þ �j�Wyj 1�j�p

ð8Þ
Pp

j¼1
x1;j

ðGjþ�jgjþWjþ�jwjÞ�Tf ðfirst communicationÞ

ð9Þ
Pi�1

k¼1

Pp

j¼1
xk;jðGjþ�jgjÞþPp

j¼1
xi;jðGjþ�jgjþWjþ�jwjÞ�Tf

2�i�p ðith communicationÞ:

8>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>:

Equation (5) implies that Pj is involved in exactly one
communication if yj ¼ 1, and in no communication other-
wise. Equation (6) states that at most one worker is
activated for the ith communication; if

Pp
j¼1 xi;j ¼ 0, the

ith communication disappears. Equation (7) states that no
work is given to nonparticipating workers (those for which
yj ¼ 0), but is automatically fulfilled by participating ones.
Equation (8) is a particular case of (9), which expresses that
the worker selected for the ith communication (where i ¼ 1
in (8) and i � 2 in (9)) must wait for the previous
communications to complete before starting its own
communication and computation, and that all this quantity
is a lower bound of the makespan. Contrarily to the
formulation of Drozdowski [8], this mixed linear program
always has a solution, even if a strict subset of the resources
are participating. We state this result formally.

Proposition 5. The optimal solution for the STARAFFINE

problem is given by the solution of the mixed linear program
above (with potentially exponential cost).

3.4 Tree Network and Affine Cost Model

This is the most difficult platform/model combination, and
very few results are known. However, we point out that

Proposition 4 can be extended to arbitrary tree networks:
When T becomes arbitrarily large, latencies become
negligible, and an asymptotically optimal behavior is
obtained by involving all resources and by having each
parent communicate with its children in order of non
decreasing link capacities.

4 MULTIROUND ALGORITHMS

Under the one-port communication model described in
Section 2.1, one-round algorithms lead to poor utilization of
the workers. As seen in Fig. 3, worker Pi remains idle from
time 0 to time Ti. To alleviate this problem, multiround
algorithms have been proposed. These algorithms dispatch
the load in multiple rounds of work allocation and, thus,
improve overlap of communication with computation. By
comparison with one-round algorithms, work on multi-
round algorithms has been scarce. The two main questions
that must be answered are: 1) What should the chunk sizes
be at each round? and 2) how many rounds should be used?
The majority of works on multiround algorithms assume
that the number of rounds is fixed and we review
corresponding results and open questions in Section 4.1.
In Section 4.2, we describe recent work that attempts to
answer question 2). Finally, we deal with asymptotic results
in Section 4.3, which of course are of particular interest
when the total load Wtotal is very large.

4.1 Fixed Number of Rounds, Homogeneous Star
Network, Affine Costs

As for one-round algorithms, a key question is that of the
order in which chunks should be sent to the workers.
However, to the best of our knowledge, all previous work
on multiround algorithms with fixed number of rounds
only offer solution for homogeneous platforms, in which
case worker ordering is not an issue. Given a fixed number
of rounds M, the load is divided into p�M chunks, each
corresponding to �j (j ¼ 0; . . . ; pM � 1) units of load such
that

PpM�1
j¼0 �j ¼ Wtotal. The objective is to determine the �j

values that minimize the overall makespan.
Intuitively, the chunk size should be small in the first

rounds, so as to start all workers as early as possible and,
thus, maximize overlap of communication with computa-
tion. It has be shown that the chunk sizes should then
increase to optimize the usage of the total available
bandwidth of the network and to amortize the potential
overhead associated with each chunk. In the last round,
chunk sizes should be decreasing so that all workers finish
computing at the same time (following the same principle
as in Section 3). Such a schedule is depicted in Fig. 6 for four
workers.

Bharadwaj et al. were the first to address this problem
with the multiinstallment scheduling algorithm described
in [26]. They reduce the problem of finding an optimal
schedule to that of finding a schedule that has essentially
the following three properties:

1. there is no idle time between consecutive commu-
nications on the bus;

2. there is no idle time between consecutive computa-
tion on each worker; and
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3. all workers should finish computing at the same
time.

These properties guarantee that the network and compute
resources are at maximum utilization.

In [26], the authors consider only linear costs for both
communication and computation. The three conditions
above make it possible to obtain a recursion on the �j

series. This recursion must then be solved to obtain a close
form expression for the chunk sizes. One method to solve
the recursion is to use generating functions and the rational
expansion theorem [27].

We recently extended the multiinstallment approach to
account for affine costs [28]. This was achieved by rewriting
the chunk size recursion in a way that is more amenable to
the use of generating functions when fixed latencies are
incurred for communications and computations. Since it is
more general but similar in spirit, we only present the affine
case here.

For technical reasons, as in [26], we number the chunks
in the reverse order in which they are allocated to workers:
the last chunk is numbered 0 and the first chunk is
numbered Mp� 1. Instead of developing a recursion on
the �j series directly, we define �j ¼ �j � w, i.e., the time to
compute a chunk of size �j on a worker not including theW
latency. Recall that in this section we only consider
homogeneous platforms and, thus, wq ¼ w, Wq ¼ W ,
gq ¼ g, and Gq ¼ G for all workers q ¼ 1; . . . ; p. The time
to communicate a chunk of size �j to a worker is Gþ �i=R,
where R is the computation-communication ratio of the
platform: w=g. We can now write the recursion on the �j
series:

8 j � P W þ �j ¼
ð�j�1 þ �j�2 þ �j�3 þ � � � þ �j�NÞ=Rþ P �G; ð7Þ
8 0 � j < P W þ �j ¼
ð�j�1 þ �j�2 þ �j�3 þ � � � þ �j�NÞ=Rþ j�Gþ �0; ð8Þ
8 j < 0 �j ¼ 0: ð9Þ

Equation (7) ensures that there is no idle time on the bus
and at each worker in the first M � 1 rounds. More
specifically, (7) states that a worker must compute a chunk
in exactly the time required for all the next P chunks to be

communicated, including the G latencies. This equation is
valid only for j � P . For j < P , i.e., the last round, the
recursion must be modified to ensure that all workers finish
computing at the same time, which is expressed in (8).
Finally, (9) ensures that the two previous equations are
correct by taking care of out-of-range �j terms. This
recursion describes an infinite �j series, and the solution
to the scheduling problems is given by the first pM values.

As in [26], we use generating functions as they are
convenient tools for solving complex recursions elegantly.
Let GðxÞ be the generating function for the series �j, that is,
GðxÞ ¼

P1
j¼0 �jx

j. Multiplying (7) and (8) by xj, manipulat-
ing the indices, and summing the two gives:

GðxÞ ¼
ð�0 � P � GÞð1 � xP Þ þ ðP � G � W Þ þ G

xð1 � xP � 1Þ
1 � x

� ðP � 1ÞxP
� �

ð1 � xÞ � xð1 � xP Þ=R
:

The rational expansion method [27] can then be used to
determine the coefficients of the above polynomial fraction,
given the roots of the denominator polynomial, QðxÞ. The
values of the �j series and, thus, of the �j series, follow
directly. If QðxÞ has only roots of degree 1, then the simple
rational expansion theorem can be used directly. Otherwise,
the more complex general rational expansion theorem must
be used. In [28], we show that if R 6¼ P , then QðxÞ has only
roots of degree one. If R ¼ P , then the only root of degree
higher than 1 is root x ¼ 1 and it is of degree 2, which
makes the application of the general theorem straightfor-
ward. Finally, the value of �0 can be computed by writing
that

PMp�1
j¼0 �j ¼ Wtotal � w. All technical details on the

above derivations are available in a technical report [28].
We have thus obtained a closed-form expression for
optimal multiinstallment schedule on a homogeneous star
network with affine costs.

4.2 Computed Number of Rounds, Star Network,
Affine Costs

The work presented in the previous section assumes that
the number of rounds is fixed and provided as input to the
scheduling algorithm. In the case of linear costs, the authors
in [2] recognize that infinitely small chunks would lead to
an optimal multiround schedule, which implies an infinite
number of rounds. When considering more realistic affine
costs there is a clear trade off. While using more rounds
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leads to better overlap of communication with computation,

using fewer rounds reduces the overhead due to the fixed

latencies. Therefore, a key question is: What is the optimal

number of rounds for multiround scheduling on a star

network with affine costs?
While this question is still open for the recursion

described in Section 4.1, our work in [29] proposes a

scheduling algorithm, Uniform Multi-Round (UMR), that

uses a restriction on the chunk size: All chunks sent to

workers during a round are identical. This restriction limits

the ability to overlap communication with computation, but

makes it possible to derive an optimal number of rounds

due to a simpler recursion on chunk sizes. Furthermore, this

approach is applicable to both homogeneous and hetero-

geneous platforms. We only describe here the algorithm in

the homogeneous case. The heterogeneous case is similar

but involves more technical derivations and we refer the

reader to [30] for all details.
As seen in Fig. 7, chunks of identical size are sent out to

workers within each round. Because chunks are uniform it

is not possible to obtain a schedule with no idle time in

which each worker finishes receiving a chunk of load right

when it can start executing it. Note in Fig. 7 that workers

can have received a chunk entirely while not having

finished to compute the previous chunk. The condition

that a worker finishes receiving a chunk right when it can

start computing is only enforced for the worker Pp, which is

also seen in the figure. Finally, the uniform round

restriction is removed for the last round. As in the

multiinstallment approach described in Section 4.1, chunks

of decreasing sizes are sent to workers in the last round so

that they can all finish computing at the same time.
Let �j be the chunk size at round j, which is used for all

workers during that round. We derive a recursion on the

chunk size. To maximize bandwidth utilization, the master

must finish sending work for round jþ 1 to all workers

right when worker P finishes computing for round j. This

can be written as

W þ �jw ¼ P ðGþ �jþ1gÞ; ð10Þ

which reduces to

�j ¼
g

Pw

� �j
ð�0 � �Þ þ �; ð11Þ

where � ¼ 1
w�Pg � ðPG�WÞ. The case in which w� Pg ¼ 0

leads to a simpler recursion and we do not consider it here
for the sake of brevity.

Given this recursion on the chunk sizes, it is possible to
express the scheduling problem as a constrained minimiza-
tion problem. The total makespan, M, is:

MðM;�0Þ ¼
Wtotal

P
þMW þ 1

2
� P ðGþ g�0Þ;

where the first term is the time for worker P to perform its

computations, the second term the overhead incurred for

each of these computations, and the third term is the time

for the master to dispatch all the chunks during the first

round. Note that the 1
2 factor in the above equation is due to

the last round during which UMR does not keep chunk

sizes uniform so that all workers finish computing at the

same time (see [29] for details).
Since all chunks must satisfy the constraint that they add

up to the entire load, one can write that:

GðM;�0Þ ¼
XM�1

j¼0

P�j �Wtotal ¼ 0: ð12Þ

The scheduling problem can now be expressed as the

following constrained optimization problem: minimize

MðM;�0Þ subject to GðM;�0Þ ¼ 0. An analytical solution

using the Lagrange Multiplier method [31] is given in [29],

which leads to a single equation for the optimal number of

round, M�. This equation cannot be solved analytically, but

is eminently amenable to a numerical solution, e.g., using a

bisection method.

The UMR algorithm is a heuristic and has been evaluated

in simulation for a large number of scenarios [30]. In

particular, a comparison of UMR with the multiinstallment

algorithm discussed in Section 4.1 demonstrates the follow-

ing: The uniform chunk restriction minimally degrades

performance compared to multiinstallment when latencies

are small (i.e., when costs are close to being linear).

However, as soon as latencies become significant, this
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performance degradation is offset by the fact that an

optimal number of rounds can be computed and UMR

outperforms multiinstallment consistently. Finally, note

that a major benefit of UMR is that, unlike multiinstallment,

it is applicable to heterogeneous platforms. In this case, the

question of worker ordering arises and UMR uses the same

criterion as that given in Proposition 2: Workers are ordered

by nondecreasing link capacities.

4.3 Asymptotic Performance, Star Network,
Affine Costs

In this section, we derive asymptotically optimal algorithms

for the multiround distribution of divisible loads. An

algorithm is asymptotically optimal if the ratio of the time

to execute a workloadWtotal over the optimal time to execute

this workload tends to 1 as Wtotal tends to infinity. As in

previous sections, we use a star network with affine costs.

The sketch of the algorithm that we propose is as

follows: The overall processing time T is divided into k

regular periods of duration Tp so that T ¼ kTp, with k to

be determined. Intuitively, the trade off is as follows: We

will describe a steady-state operation, divided into

periods of duration Tp. Initialization and clean-up will

lead to “loosing” a few periods at the beginning and at

the end of the execution, so there should be enough

periods to render this sacrifice negligible. However,

within each period, we want the impact of start-up costs

to become negligible too. Hence, the period length should

be large enough. Altogether, a good trade off will be to

use periods whose length Tp is proportional to the

square-root of the optimal execution time T?, hence the

number of periods k will also be proportional to T?. The

major difficulty is to perform the resource selection. To

decide which resource to involve, we come back to a

linear programming formulation, as detailed below.

During a period of duration Tp, the master sends �i units

of load to worker Pi. It may well be the case that not all the

workers are involved in the computation. Let I � f1; . . . ; pg
represent the subset of indices of participating workers. For

all i 2 I , the �is must satisfy the following inequality,

stating that communication resources are not exceeded:X
i2I

Gi þ �igið Þ � Tp: ð13Þ

Since the workers can overlap communications and
processing, the following inequalities also hold true:

8i 2 I ; Wi þ �iwi � Tp:

Let us denote by �i

Tp
the average number of units of load that

worker Pi processes during one time unit, then the system
becomes

8i 2 I ; �i

Tp
wi � 1� Wi

Tp
ðoverlapÞP

i2I
�i

Tp
gi � 1�

P
i2I Gi

Tp
ð1� port modelÞ;

8<
:

and our aim is to maximize the overall number of units of
load processed during one time unit, i.e., � ¼

P
i2I

�i

Tp
.

Consider the following linear program:

Maximize
Xp
i¼1

�i

Tp
;

subject to

81 � i � p; �i

Tp
wi � 1�

Pp

i¼1
GiþWi

TpPp
i¼1

�i

Tp
gi � 1�

Pp

i¼1
GiþWi

Tp
:

8><
>:

This linear program ismore constrained than the previous

one since 1� Wi

Tp
and 1�

P
i2I Gi

Tp
have been replaced by 1�Pp

i¼1
GiþWi

Tp
in p inequalities. The linear program can be solved

using apackage similar toMaple (wehave rational numbers),

but it turnsout that the techniquedeveloped in [32] enablesus

to obtain the solution in closed form. We refer the reader to

[32] for the complete proof. Let us sort the gis so that

g1 � g2 � . . . � gp, and let q be the largest index so thatPq
i¼1

gi
wi

� 1. If q < p, let & denote the quantity 1�
Pq

i¼1
gi
wi
. If

p ¼ q, we set & ¼ gqþ1 ¼ 0, in order to keep homogeneous

notations.This corresponds to thecasewhere the fulluseof all

the workers does not saturate the 1-port assumption for

outgoing communications from the master. The optimal

solution to the linear program is obtained with

81 � i � q;
�i

Tp
¼

1�
Pp

i¼1
GiþWi

Tp

gi
;

and (if q < p):

�qþ1

Tp
¼ 1�

Pp
i¼1 Gi þWi

Tp

� �
&

gqþ1

� �
;

and �qþ2 ¼ �qþ3 ¼ . . . ¼ �p ¼ 0.
With these values, we obtain a distribution whose

throughput is:

� ¼
Xp
i¼1

�i

Tp
¼ 1�

Pp
i¼1 Gi þWi

Tp

� �
�opt

with �opt ¼
Xq
i¼1

1

wi
þ &

gpþ1

 !
:

Consider now an optimal multiround distribution of B
load units, and denote by �? the average number of load
units that is processed within one unit of time. If we denote
by �?

i the average number of units of load that is processed
by worker Pi within one unit of time, the �?

i s satisfy the
following set of inequalities, in which the Gis have been
removed:

81 � i � p; �?
i wi � 1Pp

i¼1 �
?
i gi � 1:

�

Here, because we have no latencies, we can safely
assume that all the workers are involved (and let �?

i ¼ 0 for
some of them). We derive that:

�? � �opt:
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If we denote by T? the optimal time necessary to process B
units of load, then

T? � B

�?
� B

�opt
:

Let us denote by T the time necessary to process all B
units of load with the algorithm that we propose. Since the

first period is lost for processing, then the number k of
necessary periods satisfies �Tpðk� 1Þ � B so that we choose

k ¼ B

�Tp

� 	
þ 1:

Therefore,

T � B

�
þ 2Tp �

B

�opt

1

1�
Pp

i¼1
GiþWi

Tp

 !
þ 2Tp

and, therefore, if Tp � 2
Pp

i¼1 Gi þWi,

T � B

�opt
þ 2

B

�opt

Xp
i¼1

ðGi þWiÞ
Tp

þ 2Tp:

Finally, if we set Tp ¼
ffiffiffiffiffiffi
B
�opt

q
, we check that

T � T? þ 2
Xp
i¼1

ðGi þWiÞ þ 1

 ! ffiffiffiffiffiffi
T?

p
¼ T? þOð

ffiffiffiffiffiffi
T?

p
Þ

and, thus, that

T

T?
� 1þ 2

Xp
i¼1

ðGi þWiÞ þ 1

 !
1ffiffiffiffiffiffi
T?

p ¼ 1þO
1ffiffiffiffiffiffi
T?

p
� �

;

which completes the proof of the asymptotic optimality of

our algorithm.
Note that resource selection is part of our explicit

solution to the linear program: To give an intuitive
explanation of the analytical solution, workers are greedily
selected, fast-communicating workers first, as long as the
communication to communication-added-to-computation
ratio is not exceeded.

We formally state our main result, for which a detailed
proof can be found in [33].

Theorem 2. For arbitrary values of Gi, gi, Wi, and wi and

assuming communication-computation overlap, the previous

periodic multiround algorithm is asymptotically optimal.

Closed-form expressions for resource selection and task

assignment are provided by the algorithm, whose complexity

does not depend upon the total amount of work to execute.

5 CONCLUSION

The goal of this paper was to present a unified discussion
of divisible load scheduling results for star and tree

networks. In Section 3, we have discussed one-round
algorithms for which the two main issues are: 1) selection
and ordering of the workers and 2) computation of the

chunk sizes. Section 4 focused on multiround algorithms,
with the two main issues: 1) computation of chunk sizes

at each round and 2) choice of the number of rounds.
Section 4 also discussed multiround scheduling for

maximizing asymptotic application performance. For both

classes of algorithms, we have revisited previously

published results, presented novel results, and clearly

identified open questions. Our overall goal was to identify

promising research directions and foster that research

thanks to our unified and synthesized framework.
We have discussed affine cost models and have seen that

they often lead to significantly more complex scheduling

problems than when linear models are assumed. These

models are generally considered more realistic, and we

even contend that, given current trends, linear models are

quickly becoming increasingly inappropriate. In terms of

communication, technology trends indicate that available

network bandwidth is rapidly augmenting. Therefore,

latencies account for an increasingly large fraction of

communication costs. A similar observation can be made

in terms of computation. Due to the absence of stringent

synchronization requirements, divisible workload applica-

tions are amenable to deployment on widely distributed

platforms. For instance, computational grids [11] are

attractive for deploying large divisible workloads. How-

ever, initiating computation on these platforms incurs

potentially large latencies (i.e., due to resource discovery,

authentication, creation of new processes, etc.). Conse-

quently, it is clear that divisible workload research should

focus on affine cost models for both communication and

computation.
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