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Context

How to adequately represent words as vectors is a long-standing and crucial problem in the fields
of text mining and Natural Language Processing. This question has recently re-surfaced due to the
recent surge of research in “deep” neural networks, and the development of algorithms for learn-
ing distributed word representations or “word embeddings” (the best known of which is probably
word2vec [4]). The main appeal of these low-dimensional word representations is two-fold: they can
be derived directly from raw text data in an unsupervised or weakly-supervised manner, and their
latent dimensions condense interesting distributional information about the words, thus allowing
for better generalization while also mitigating the presence of rare and unseen terms. To date, most
algorithms for learning word embeddings use some variants of neural networks [4, 5] or standard
spectral methods like Principal Component Analysis (PCA) [3] or Canonical Correlation Analysis
(CCA) [2]. The quality of word embeddings is typically evaluated either by directly testing for
syntactic or semantic relationships between words (including word similarity or syntactic/semantic
analogy tasks) [4] or by using word embeddings as features in downstream NLP tasks (e.g., text
classification, Part-of-Speech or Named Entity tagging) [8].
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Objectives

The goal of this internship is to explore alternative strategies to learn word embeddings, namely
with graph-based nonlinear manifold learning methods such as Isomap [7], Local Linear Embedding
(LLE) [6] and Laplacian Eigenmaps [1]. These methods operate on a weighted graph: in our setting,
the nodes would be the words (or higher-order linguistic entities), the edges would represent the
context in which the words appear (e.g., word co-occurrence within some window as in the skip-gram
model [4]), and the edge weights would be proportional to the frequency of the context.

The tentative work-plan is as follows:

1. Review the relevant literature on word embeddings and graph-based spectral methods.

2. Propose procedures to build a weighted graph over words on which graph-based spectral
methods will be applied, and evaluate the performance of the resulting embeddings.

3. If time permits, investigate some further questions, such as (i) design graphs representing
richer contexts, (ii) learn embeddings for higher-order objects (multi-word expressions, sen-
tences, etc), and (iii) how to learn the context graph using weak supervision.

Skills

Basics in machine learning, graph algorithms and complexity, linear algebra. Familiarity with
natural language processing is a plus.
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