
LaBRI Researh Report No. Compiled on April 11, 2001The �nal version of this paper has been published in Europ. J. Combin. 14 (1993), 95{102.SOME COMBINATORIAL ASPECTSOF TIME-STAMPS SYSTEMSRobert CORI and �Eri SOPENALaBRI, UA C.N.R.S. 1304, 351 ours de la Lib�eration, 33405 Talene, Frane.Abstrat. The aim of this paper is to outline a ombinatorial struture appearing in distributed omputing,namely a direted graph in whih a ertain family of subsets with k verties have a suessor. It has beenproved that the number of verties of suh a graph is at least 2k�1 and an e�etive onstrution has been givenwhih needs k2k�1 verties. This problem is issued from some questions related to the labeling of proesses in asystem for determining the order in whih they were reated. By modifying some requirements on the distributedsystem, we show that there arise other ombinatorial strutures leading to the onstrution of solutions whosesize beomes a linear funtion of the input.Keywords. Distributed systems, Time-stamps systems.1 IntrodutionLet us �rst desribe in detail the problem of time-stamping. In a system, we onsider two kinds ofevents, namely the reation and the death of proesses. We assume that two suh events annotour simultaneously. A global "sheduler" assigns a time-stamp to any proess at the moment of itsreation, aording to the atual set of time-stamps assigned to the living proesses. Suh a time-stamp annot be modi�ed during the lifetime of the proess. The aim of these time-stamps is thefollowing: any external observer of the system whih looks at any two proesses must be able, solelyby onsidering their two time-stamps, to determine the order of their reation. Note that a simplesolution onsists in using the values of a ounter as time-stamps, and inrementing it whenever aproess is reated. Then, the observer an use the natural order on integers for determining whih oneamong any two proesses was reated �rst. Suh a solution needs an unbounded set of time-stamps.In [9℄, Isra�eli and Li proved that, when the number of living proesses is assumed to be boundedby an integer k, a time-stamp system with a �nite number of elements may be used. In this ase,when a proess P disappears, its time-stamp beomes vaant and an be used by the sheduler for anewly reated proess. However, before using this time-stamp, the sheduler has to wait until all theproesses more reent than P have disappeared.The idea of Isra�eli and Li is to assoiate with this problem a direted graph G = (X;E). Theverties of G are the time-stamps and the ars enode the preedene relation among them. Thus, theinitial problem onsists now in onstruting a direted graph satisfying the following ondition: forany sequene of verties x1; x2; : : : ; xp with k < p suh that for any i < j; (xi; xj) 2 E, there existsa vertex y suh that (xi; y) 2 E; 1 � i � p. Hene, the sheduler hooses suh a vertex y as a newtime-stamp when x1; x2; : : : ; xp orrespond to the time-stamps of the living proesses. The notationand a summary of the previously obtained results is given in Setion 1.In other setions, we onsider two new problems onsisting in building restrited time-stamp sys-tems and we provide solutions with a set whose size is a linear funtion of the maximal number k ofliving proesses. In setion 2, we onsider the ase when only one of the p elder proesses an disap-pear. We all these systems p-restrited time stamp systems. Using lexiographi produt on graphswe obtain a p-restrited time-stamp system with p2p�1(2k � 2p+ 1) elements. The seond restritionis obtained by weakening the information asked from the system. It is assumed that there are alwaysexatly k living proesses (immediately after the death of any proess another one is reated), and1



2 Some ombinatorial aspets of time-stamps systemsonly the determination of the latest reated proess is required, given the set of labels of all livingproesses. We all these systems weak time-stamp systems. The determination of weak time-stampsystems was already onsidered [12℄ and a solution with k2 time-stamps was given. We improve thisresult by proposing a weak time-stamp system with 2k�1 elements, and prove this onstrution to beoptimal. Our onstrution makes use of a mathing from the family of (k�1)-subsets of f1; : : : ; 2k�1gonto the family of its k-subsets. This mathing was onsidered by many authors [1, 3, 10, 14℄.2 Time-stampsIn this setion, we give the de�nitions and some ombinatorial results on time-stamp systems, mostof them being due to Isra�eli & Li. Let us begin with notation.A direted graph is de�ned as a �nite set X of verties together with a set of ars whih is a subsetE of X � X. If (x; y) is an ar, the vertex y is said to dominate x. The set of all dominators of avertex x is denoted by �G(x). �G(x) = fy j (x; y) 2 EgFor a subset Y � X, �G(Y ) denotes the set of verties whih are dominators of all the elements of Y .�G(Y ) = \y2Y �G(y):Throughout the paper we only onsider loopless and antisymmetri graphs. They satisfy8 x; y 2 X; (x; x) 62 E and (x; y) 2 E ) (y; x) 62 EA sequene (y1; y2; : : : ; yp) of verties is an ordered sequene if for any 1 � i < j � p, yj is a dominatorof yi.De�nition 1 A time-stamp system of order k is a direted graph, in whih any ordered sequenehaving less than k elements has a dominator.In suh a graph, any vertex belongs to an ordered sequene of ardinality k. A related notionwas onsidered by many authors after Erd�os [7, 8, 13℄, namely, that of a tournament (i.e. a diretedgraph in whih for any pair of verties fx; yg one is the dominator of the other) satisfying the so-alledproperty S(p). For suh a tournament, any subset of ardinality p has a dominator. Hene, anytournament with property S(p) is a time-stamp system of order p+1 but the onverse is not true. Anexample of a tournament whih is a time-stamp system of order 4 and whih does not satisfy S(3) isgiven below. The lower bounds found for the number of verties a tournament must have in order tosatisfy S(p), are hene not valid for time-stamp systems; however, similar onstrutions hold.For any graph G = (X;E) and any vertex x denote by Gx the graph whose vertex set is �G(x),and whose edge set is E \ (�G(x)� �G(x)). We get:Proposition 2 If G is a time-stamp system of order k, then for any x in X, Gx is a time-stampsystem of order k � 1.Proof. If (y1; y2; : : : ; yp) is an ordered sequene in Gx then (x; y1; y2; : : : ; yp) is an ordered sequene inG. If p < k�1, sine G is a time-stamp system of order k, the sequene (x; y1; : : : ; yp) has a dominatorwhih is in �G(x). 2Corollary 3 The number of verties of a time-stamp system of order k is not less than 2k � 1.Proof. We use indution on k. For k = 0; 1 there is nothing to prove. The �rst non trivial ase is k = 2and the smallest time-stamp system of order 2 is the iruit C3 with 3 verties. Let G be a time-stamp



R. Cori and E. Sopena 3system of order k+1 having n verties. By the indution hypothesis and by proposition 2 eah of theGx's has not less than 2k � 1 verties. Hene the number of ars jEj of G satis�es jEj � n(2k � 1).Sine G is antisymmetri and loopless jEj � n(n�1)2 and the result follows. 2Note that the onverse of proposition 2 holds:Proposition 4 Let G be an antisymmetri graph suh that for any vertex x, Gx is a time-stampsystem of order k � 1. Then G is a time-stamp system of order k.Proof. Let (x1; x2; : : : ; xl); l < k be an ordered sequene in G. Then (x2; : : : ; xl) is an orderedsequene inGx1 . By the hypothesis it has a dominator x inGx1 , and x is a dominator of (x1; x2; : : : ; xl).2The following lassial notion in graph theory is useful for building time-stamp systems.De�nition 5 Let G = (X;E) and H = (Y; F ) be two direted graphs. The lexiographi produtG
H has vertex set X � Y and its set of ars is given by(x0; y0) 2 �G
H(x; y) i� (x; x0) 2 E or (x = x0 and (y; y0) 2 F )Proposition 6 If G and H are time-stamp systems of respetive order k and l, then G 
 H is atime-stamp system of order k + l � 1.Proof. Let (u1; u2; : : : ; um) be an ordered sequene in G
H, suh thatm < k+l�1. Let ui = (xi; yi),then the sequene of xi's is an ordered sequene in G. Note that the xi's are not neessarily distint.If the number of distint xi's is less than k, they have a dominator x in X and for any y 2 Y , (x; y) isa dominator of (u1; u2; : : : ; um). If the number of distint xi's is not less than k, then the number ofthose equal to xm is less than l. Let (yj ; : : : ; ym) be suh that xj = xm and xj�1 6= xm. This sequeneis an ordered sequene in H with less than l elements, thus it has a dominator y and (xm; y) is adominator of (u1; u2; : : : ; um). 2From this proposition follows a method for the onstrution of time-stamp systems of an arbitraryorder. Using the graph C3, it is possible to get a time-stamp system of order k with 3k�1 verties[9℄. Other time-stamp systems are known; for little values of k the smallest ones are given by thetournaments satisfying S(p) and for greater values by a onstrution due to Zielonka [16℄. We reallhere these results, one of them being that the Fano plane of order 7 gives a time-stamp system oforder 3. Consider the dominators of vertex i as a line Li of this plane. Sine a time-stamp system isloopless and antisymmetri, the lines have to be numbered in suh a way thati =2 Li and j 2 Li ) i =2 LjThis an be done for the Fano plane; the numbering is given in Figure 1.The orresponding graph F7 is the smallest time-stamp system of order 3, it has 7 verties and isgiven by �F7(i) = Li. E. & G. Szekeres [13℄ onstruted a tournament satisfying property S(3) with19 verties. Note that C3
C3
C3 is a time-stamp system of order 4 whih is a tournament but whihdoes not satisfy S(3). The following onstrution, due to Zielonka [16℄, yields a time-stamp systemof order k with k2k�1 verties; for k � 9 no time-stamp system with a smaller number of verties isknown.Consider the subset Xk of f1 : : : kg�f0; 1gk onsisting of elements (�; x1; : : : ; xk) suh that x� = 0,as a set of verties of a graph G = (Xk; Ek) and let Ek be suh that(�; y1; : : : ; yk) 2 �G(�; x1; : : : ; xk) if (� > � and x� 6= y�) or (� < � and x� = y�)



4 Some ombinatorial aspets of time-stamps systems
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L1 = f4; 5; 6g L5 = f2; 3; 6gL2 = f1; 6; 7g L6 = f3; 4; 7gL3 = f1; 2; 4g L7 = f1; 3; 5gL4 = f2; 5; 7g
Figure 1: The Fano plane.Proposition 7 G is a time-stamp system of order k having k2k�1 verties.Proof. Obviously the number of verties of G is k2k�1. Sine there are no ars between two vertieswith the same �rst omponent, any ordered sequene U of G must have verties in whih all the �rstomponents are distint. Now, if U has less than k elements then at least one � 2 f1; 2; : : : ; kg isavailable for the �rst omponent of a dominator x of U . To �nish the proof, it is neessary to de�nethe other omponents x1; : : : ; xk of x. Of ourse x� = 0; to obtain x� , if there exists an element y 2 Uwith � as the �rst omponent takex� = y� if � < � and x� = 1� y� if � < �If no suh element exists, take x� = 0. 2Remark. There is no time-stamp system of order 4 with 15 verties: it is not diÆult to see thatany suh graph would be a tournament in whih eah vertex would have exatly 7 dominators, anypair of verties 3 dominators and any triplet only 1 dominator. Brown and Reid [2℄ have shown thatit is not possible to onstrut suh tournaments. A time-stamp system of order 4 with 16 verties hasreently been onstruted by J. Tromp [15℄.3 Restrited Time-Stamp SystemsConsider the family = of ordered sequenes having k elements in a time-stamp system of order k;then, for any U and any ui 2 U , there exists v 2 X suh that Unfuig [ fvg 2 =.Returning to the labeling of proesses, this means that when k proesses are living and one dies,a time-stamp an be given to a new proess. Let us restrit the set of proesses whih may die to theolder ones, introduing the following notion.De�nition 8 A p-restrited time-stamp system of order k is a loopless antisymmetri graph suhthat there exists a family = of ordered sequenes with k elements satisfying(2:1) For any vertex x 2 G; 9 U 2 = suh that x 2 U:(2:2) If U = (u1; : : : ; uk) and if i � p; 9v suh that (u1; : : : ; ui�1; ui+1; : : : ; v) 2 =:



R. Cori and E. Sopena 5We will �rst build a 1-restrited time-stamp system of order k, then we will show that for a �xedp there exists a p-restrited time-stamp system of order k with a number of verties whih is a linearfuntion of k.De�nition 9 Let Gk be the graph with vertex set f1; : : : ; 2k� 1g and for eah vertex i, let �Gk(i) =fi+ 1; i+ 2; : : : ; i+ k � 1g where the sums are taken mod(2k � 1).This graph is a tournament, and moreover eah vertex is the dominator of k � 1 verties and hask � 1 dominators. It is not so diÆult to verify that:Proposition 10 Gk is a 1-restrited time-stamp system of order k.Proof. Consider the family = of all ordered sequenes having k elements. Any U 2 = has the form(i; i+1; : : : ; i+k�1), where the sums are takenmod(2k�1). Sine we are only heking the 1-restritedproperty, it is suÆient to �nd a dominator for (i+ 1; : : : ; i+ k � 1), whih is i+ k. 2The graph Gk allows us to build p-restrited time-stamp systems for any arbitrary integer p, sinewe have:Proposition 11 Let H = (X;E) be a time-stamp system of order p. Then H 
Gk is a p-restritedtime-stamp system of order k + p� 1.Proof. Let us �rst give some notation. Let Yk denote the set of verties of Gk and for any orderedsequene V = (v1; : : : ; vm) in H 
 Gk, where vi = (xi; yi), let �(V ) be the subset of X onsisting ofthe �rst omponents of the vi's, and let �(V ) be the subset of Yk onsisting of the seond omponentsof the elements whose �rst omponent is equal to xm:�(V ) = fxijui = (xi; yi)g;�(V ) = fyijxi = xmg:Let = be the family of ordered sequenes V having k + p� 1 elements and suh that(i) ard(�(V )) � p;(ii) �(V ) = y; y + 1; : : : ; y + i mod(2k � 1); i < k:Thus, �(V ) onsists of onseutive elements in Yk.We �rst prove that a vertex (x; y) of H 
 Gk belongs to at least one element of =. Consider anordered sequene U in H of order p and ontaining x as its last element,U = (x1; x2; : : : ; xp�1; xp = x):Then, the following sequene v is an element of =:(v1 = (x1; y1); v2 = (x2; y2); : : : ; vp = (x; yp); vp+1 = (x; yp+1); : : : ; vp+k�1 = (x; yp + k � 1))where the yi's, (i = 1; : : : ; p) are abitrarily taken in Yk.Let now V = (v1; v2; : : : ; vm) be an element of = where m = p+ k � 1, and onsider vi 2 V; i � p.Sine �(V ) is an ordered sequene in Gk we have ard(�(V )) � k, hene either vi = (xi; yi) is suhthat xi 6= xm or i = p and (xj ; yj) = (xm; yi + j � i) for j = i+ 1; : : : ;m.If xi = xm or if �(V ) has less than k elements, let v = (xm; ym). Then(v1; v2; : : : ; vi�1; vi+1; : : : ; vm; v)is an element of =.If xi 6= xm and �(V ) has k elements, then �(V ) has no more than m � k + 1 = p elements and�(V ) n fvig has less than p elements. Sine H is a time-stamp system of order p there exists x 2 Xsuh that �(V ) n fxig [ fxg is an ordered sequene in H with x as the last element. Let v = (x; y)where y is any element of Yk. Then (V = v1; v2; : : : ; vi�1; vi+1; : : : ; vm; v) is an element of =. 2



6 Some ombinatorial aspets of time-stamps systemsCorollary 12 There exists a p-restrited time-stamp system of order k withp2p�1(2k � 2p+ 1) verties.4 Weak time-stamp systemsA time-stamp system allows us to ompare any pair of stamps. In many appliations this strongrequest may be weakened to the determination of the latest reated proess when the whole set ofthe k living proesses (namely, their time-stamps) is known. This informal requirement may be madepreise by the following de�nition:Let X be a �nite set and let = be a family of k-subsets of X. Then =0 denotes the family of(k � 1)-subsets Y 0 of X suh that 9Y 2 =; Y 0 � Y .De�nition 13 A weak time-stamp system of order k on the family = is given by two mappings �and �: � : = ! X� : =0 ! Xsatisfying: 8x 2 X; 9Y 2 =; x 2 Y (1)�(Y ) 2 Y and �(Y 0) =2 Y 0 (2)�(Y 0 [ �(Y 0)) = �(Y 0) and �(Y n �(Y )) = �(Y ): (3)Note that the two parts of (3) are equivalent, provided that 8 Y 2 =; 9 Y 0 2 =0 suh thatY = Y 0 [ �(Y 0) and 8 Y 0 2 =0; 9 Y 2 = suh that Y 0 = Y n �(Y ).In the ontext of proesses, �(Y ) is the latest reated time-stamp where Y is a set of k livingproesses, and �(Y 0) is the time-stamp whih has to be assigned to a new proess when the set ofliving proesses is Y 0.Aording to this de�nition, it is assumed that there are always k or k� 1 living proesses. If thedetermination of the latest reated proess is required for any set of less than k proesses, then weare led to a situation more or less similar to that of ordinary time-stamp systems. To verify this fatit suÆes to onsider the algorithm allowing us to ompare any pair of time-stamps ontained in thesame element Y of = by deleting iteratively the last element of Y until one of the two time-stamps tobe ompared to is found.The following proposition allows us to build weak time-stamp systems:Proposition 14 There exists a weak time-stamp system on < X;= > if and only if (1) is satis�edand there exists a bijetion � of = onto =0 suh that8 Y 2 =; �(Y ) � Y: (4)Proof. Let = be a family of k-subsets of X satisfying (1), and let � be a bijetion of = onto =0satisfying (4). De�ne � and � by: �(Y ) = Y n �(Y );�(Y 0) = ��1(Y 0) n Y 0:Clearly, the de�nitions of � and � imply (2). The veri�ation of (3) is straightforward:�(Y 0 [ �(Y 0)) = �(��1(Y 0)) = ��1(Y 0) n �(��1(Y 0)) = �(Y 0):Conversely, let (X;=; �; �) be a weak time-stamp system and onsider � de�ned by �(Y ) = Y n�(Y )),it is easy to verify that �0 de�ned by �0(Y 0) = Y 0 [ �(Y 0) is the inverse of �. 2



R. Cori and E. Sopena 7Corollary 15 For any weak time-stamp system (X;=; �; �); jXj � 2k � 1:Proof. Consider the bipartite graph whose vertex set is = [ =0, and whose edge set is given by thepairs fY; Y 0g satisfying Y 0 � Y . In this graph, every element Y 2 = has valeny k and any elementY 0 2 =0 has valeny at most jXj � k + 1. Thus, if m denotes the ardinality of = we getkm � m(jXj � k + 1)and the result follows. 2Proposition 16 For any k, there exists a weak time-stamp system of order k with 2k � 1 elements.Moreover, the omputation of the mappings � and � an be done with a number of operations whihis a linear funtion of k.Proof. Let X = f1; : : : ; 2k�1g and let = be the family of all k-subsets of X. Then =0 is the family of(k� 1)-subsets of X. The existene of a mathing from =0 onto = is a lassial result of ombinatorialtheory. It may be obtained as a onsequene of Hall's theorem, also known as the \marriage theorem".The following algorithms allow the omputation of �(Y ) and �(Y 0); they use a last-in/�rst-out stakS.Algorithm 1 : Determination of �(Y ). for i := 1 step 1 until 2k � 1 do. begin. if i =2 Y then push(S; i). else if notempty(S). then pop(S) else x := i. end;. �(Y ) := x
Algorithm 2 : Determination of �(Y 0). for i := 1 step 1 until 2k � 1 do. begin. if i =2 Y 0 then push(S; i). else if notempty(S) then pop(S). end;. while notempty(S). do begin x := top(S); pop(S) end;. �(Y 0) := x 2These algorithms an be found in [10℄ (exerise 1 p 567); they are attributed there to De Bruijn et al.[3℄. Aigner [1℄ proposed another algorithm using lexiographi order on the k-subsets of f1; 2; : : : ; 2k�1g and Trehel [14℄ has proved that these two algorithms give the same mathing.Referenes[1℄ M. Aigner, Lexiographi mathings in Boolean algebras, J. Comb. Theory, B, 14 (1973); 187�194.[2℄ E. Brown, K.B. Reid, Doubly regular tournaments are equivalent to skew Hadamard matries, J.Comb. Theory, 12, (1972); 332 � 338.[3℄ N.G. de Bruijn, van Ebbenhorst Tengbergen, Kuyswijk, On the set of divisors of a number, NieuwArhief voor Wiskunde 2, 23 (1951); 191 � 193.[4℄ R.Cori, M. Latteux, M. Roos, E. Sopena, 2-Asynhronous automata, Theoretial Comp. Si. 61(1988); 93 � 102.[5℄ R. Cori, Y. Metivier, W. Zielonka, Asynhronous mappings and asynhronous ellular automata,(1990), to appear in Information and Computation.[6℄ D. Dolev, N. Shavit, Bounded onurrent time-stamp systems are onstrutible, ACM Symposiumon Theory of Computing (1989); 454 � 466.



8 Some ombinatorial aspets of time-stamps systems[7℄ P. Erd�os, On a problem in graph theory, Math. Gaz. 47 (1963); 220 � 223.[8℄ R.L. Graham, J.H. Spener, A onstrutive solution to a tournament problem, Canad. Math. Bull14 (1971); 45 � 48.[9℄ A. Isra�eli, M. Li, Bounded time-stamps, Pro 28th IEE Symposium on Foundations of ComputerSiene (1987); 371 � 382.[10℄ D.E. Knuth, The art of omputer programming, Vol 3, Sorting and searhing, Addison Wesley,Reading (1973).[11℄ L. Lamport, Time, loks and the ordering of events in a distributed system, Comm. ACM 21(1978); 558 � 564.[12℄ M. Li, P. Vitanyi, How to share onurrent asynhronous wait free variables, Proeedings ICALP1989 , Leture Notes in Computer Siene 372 (1989); 488 � 507.[13℄ E.& G. Szekeres, On a problem of Sh�utte and Erd�os, Math. Gaz. 49 (1965); 290 � 293.[14℄ M. Trehel, Deux onstrutions �equivalentes d'un jeu d'arrangements pour les �hiers inversesmulti-indies, R.A.I.R.O Informatique Th�eorique, 12 (1978); 3 � 14.[15℄ J. Tromp, personnal ommuniation.[16℄ W. Zielonka, Time-stamp systems for a �xed set of agents, (1990), submitted.


