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## Foreword to the first edition

Thermodynamics is still, as it always was, at the center of physics, the standardbearer of successful science. As happens with many a theory, rich in applications, its foundations have been murky from the start and have provided a traditional challenge on which physicists and mathematicians alike have tested their latest skills.

Ruelle's book is perhaps the first entirely rigorous account of the foundations of thermodynamics. It makes heavier demands on the reader's mathematical background than any volume published so far. It is hoped that ancillary volumes in time will be published which will ease the ascent onto this beautiful and deep theory; at present, much of the background material can be gleaned from standard texts in mathematical analysis. In any case, the timeliness of the content shall be ample reward for the austerity of the text.

Giovanni Gallavotti<br>General Editor, Section on Statistical Mechanics<br>and<br>Gian-Carlo Rota<br>Editor, Encyclopedia of Mathematics and its Applications.

## Preface to the first edition

The present monograph is based on lectures given in the mathematics departments of Berkeley (1973) and of Orsay (1974-1975). My aim has been to describe the mathematical structures underlying the thermodynamic formalism of equilibrium statistical mechanics, in the simplest case of classical lattice spin systems.

The thermodynamic formalism has its origins in physics, but it has now invaded topological dynamics and differentiable dynamical systems, with applications to questions as diverse as the study of invariant measures for an Anosov diffeomorphism (Sinai [3]), or the meromorphy of Selberg's zeta function (Ruelle [7]). The present text is an introduction to such questions, as well as to more traditional problems of statistical mechanics, like that of phase transitions. I have developed the general theory - which has considerable unity in some detail. I have, however, left aside particular techniques (like that of correlation inequalities) which are important in discussing examples of phase transitions, but should be the object of a special study.

Statistical mechanics extends to systems vastly more general than the classical lattice spin systems discussed here (in particular to quantum systems). One can therefore predict that the theory discussed in this monograph will extend to vastly more general mathematical setups (in particular to non-commutative situations). I hope that the present text may contribute some inspiration to the construction of the more general theories, as well as clarifying the conceptual structure of the existing formalism.

## Preface to the second edition

Twenty-five years have elapsed since the first printing of Thermodynamic Formalism, and in the meantime a number of significant developments have taken place in the area indicated by the subtitle The Mathematical Structures of Equilibrium Statistical Mechanics. Fortunately, our monograph was concerned with basics, which have remained relatively unchanged, so that Thermodynamic Formalism remains frequently quoted. In the present re-issue, some misprints have been corrected, and an update on the open problems of Appendix B has been added. We shall now outline briefly some new developments and indicate unsystematically some source material for these developments. The mathematical aspects of the statistical mechanics of lattice systems, including phase transitions, are covered in the monographs of Sinai [a], and Simon [b]. It may be mentioned that research in this important domain has become less active than it was in the 1960s, '70s, and '80s (but a really good idea might reverse this evolution again). The relation between Gibbs and equilibrium states has been extended to more general topological situations (see Haydn and Ruelle [c]). For a connection of Gibbs states with non-commutative algebras and K-theory, see for instance [d] and the references given there, in particular to the work of Putnam. Particularly fruitful developments have taken place which use the concepts of transfer operators and dynamical zeta functions. In the present monograph these concepts are introduced (in Chapters 5 and 7) in a situation corresponding to uniformly hyperbolic smooth dynamics (Anosov and Axiom A systems, here presented in the topological setting of Smale spaces). The hyperbolic orientation has led to very interesting results concerning the distribution of periods of periodic orbits for hyperbolic flows (in particular the lengths of geodesics on a manifold of negative curvature). These results have been beautifully presented in the monograph of Parry and Pollicott [e]. More recent results of Dolgopyat on exponential decay of correlation for hyperbolic flows [ $f, g$ ] may be mentioned at this point. It was realized by Baladi and Keller that the ideas of transfer operators
and dynamical zeta functions work well also for piecewise monotone maps of the interval (which are not uniformly hyperbolic dynamical systems). This new development can in particular be related to the kneading theory of Thurston and Milnor. We have thus now a much more general theory of transfer operators, very usefully presented in the monograph of Baladi [h], which has in particular an extensive bibliography of the subject. For a general presentation of dynamical zeta functions see also Ruelle [i]. As we have seen, the ideas of statistical mechanics, of a rather algebraic nature, have found geometric applications in smooth dynamics, and particularly the study of hyperbolic systems. Extensions to nonuniformly hyperbolic dynamical systems are currently an active domain of research, with SRB states playing an important role for Sinai, Ruelle, Bowen, Strelcyn, Ledrappier, Young, Viana, ... ). This, however, is another story.

## References
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## Introduction

### 0.1 Generalities

The formalism of equilibrium statistical mechanics - which we shall call thermodynamic formalism - has been developed since G. W. Gibbs to describe the properties of certain physical systems. These are systems consisting of a large number of subunits (typically $10^{27}$ ) like the molecules of one liter of air or water. While the physical justification of the thermodynamic formalism remains quite insufficient, this formalism has proved remarkably successful at explaining facts.

In recent years it has become clear that, underlying the thermodynamic formalism, there are mathematical structures of great interest: the formalism hints at the good theorems, and to some extent at their proofs. Outside of statistical mechanics proper, the thermodynamic formalism and its mathematical methods have now been used extensively in constructive quantum field theory* and in the study of certain differentiable dynamical systems (notably Anosov diffeomorphisms and flows). In both cases the relation is at an abstract mathematical level, and fairly inobvious at first sight. It is evident that the study of the physical world is a powerful source of inspiration for mathematics. That this inspiration can act in such a detailed manner is a more remarkable fact, which the reader will interpret according to his own philosophy.

The main physical problem which equilibrium statistical mechanics tries to clarify is that of phase transitions. When the temperature of water is lowered, why do its properties change first smoothly, then suddenly as the freezing point is reached? While we have some general ideas about this, and many special results,

[^0]a conceptual understanding is still missing. ${ }^{\dagger}$ The mathematical investigation of the thermodynamic formalism is in fact not completed; the theory is a young one, with emphasis still more on imagination than on technical difficulties. This situation is reminiscent of preclassic art forms, where inspiration has not been castrated by the necessity to conform to standard technical patterns. We hope that some of this juvenile freshness of the subject will remain in the present monograph!

The physical systems to which the thermodynamic formalism applies are idealized to be actually infinite, i.e. to fill $\mathbf{R}^{\nu}$ (where $v=3$ in the usual world). This idealization is necessary because only infinite systems exhibit sharp phase transitions. Much of the thermodynamic formalism is concerned with the study of states of infinite systems.

For classical systems the states are probability measures on an appropriate space of infinite configurations; such states can also be viewed as linear functionals on an abelian algebra (an algebra of continuous functions in the case of Radon measures). For quantum systems the states are "expectation value" linear functionals on non-abelian algebras. Due to their greater simplicity, classical systems have been studied more than quantum systems. In fact attention has concentrated on the simplest systems, the classical lattice systems where $\mathbf{R}^{v}$ is replaced by $\mathbf{Z}^{\nu}$ (a $v$-dimensional crystal lattice). For such systems the configuration space is a subset $\Omega$ of $\prod_{x \in \mathbf{Z}^{v}} \Omega_{x}$ (where $\Omega_{x}$ is for instance the set of possible "spin values" or "occupation numbers" at the lattice site $x$ ). We shall assume that $\Omega_{x}$ is finite. Due to the group invariance (under $\mathbf{Z}^{\nu}$ or $\mathbf{R}^{\nu}$ ) the study of states of infinite systems is closely related to ergodic theory. There are however other parts of the thermodynamic formalism concerned with quite different questions (like analyticity problems).

The present monograph addresses itself to mathematicians. Its aim is to give an account of part of the thermodynamic formalism, and of the corresponding structures and methods. We have restricted ourselves to classical lattice systems. The thermodynamic formalism extends to many other classes of systems, but the theory as it exists now for those systems is less complete, more singular, and filled with technical difficulties. The formalism which we shall describe would not apply directly to the problems of constructive quantum field theory, but it is appropriate to the discussion of Anosov diffeomorphisms and related dynamical systems.

[^1]The mathematics underlying the thermodynamic formalism consists of general methods and special techniques. We have restricted ourselves in this monograph to the general methods; we hope that a complement on special techniques will be published later. As a rough rule, we have decided that a result was not "general" if it required that the configuration space of the system factorize completely in the form $\Omega=\prod \Omega_{x}$, where $\Omega_{x}$ is the finite set of "spin values" at the lattice site $x$. The body of general methods thus defined has considerable unity. As for the special techniques, let us mention the correlation inequalities, the method of integral equations, the Lee-Yang circle theorem, and the Peierls argument. These techniques look somewhat specialized from the general point of view taken in this monograph, but are often extremely elegant. They provide, in special situations, a variety of detailed results of great interest for physics.

### 0.2 Description of the thermodynamic formalism

The contents of this section are not logically required for later chapters. We describe here, for purposes of motivation and orientation, some of the ideas and results of the thermodynamic formalism.* The reader may go over this material rapidly, or skip it entirely.

## I. Finite systems

Let $\Omega$ be a non-empty finite set. Given a probability measure $\sigma$ on $\Omega$ we define its entropy

$$
S(\sigma)=-\sum_{\xi \in \Omega} \sigma\{\xi\} \log \sigma\{\xi\}
$$

where it is understood that $t \log t=0$ if $t=0$. Given a function $U: \Omega \rightarrow \mathbf{R}$, we define a real number $Z$ called the partition function and a probability measure $\rho$ on $\Omega$ called the Gibbs ensemble by

$$
\begin{align*}
Z & =\sum_{\xi \in \Omega} \exp [-U(\xi)] \\
\rho\{\xi\} & =Z^{-1} \exp [-U(\xi)] \tag{0.1}
\end{align*}
$$

Proposition (Variational principle). The maximum of the expression ${ }^{\dagger}$

$$
S(\sigma)-\sigma(U)
$$

[^2]over all probability measures $\sigma$ on $\Omega$ is $\log Z$, and is reached precisely for $\sigma=\rho$.

For physical applications, $\Omega$ is interpreted as the space of configurations of a finite system. One writes $U=\beta E$, where $E(\xi)$ is the energy of the configuration $\xi$, and $\beta=1 / k T$, where $T$ is the absolute temperature and $k$ is a factor known as Boltzmann's constant. The problem of why the Gibbs ensemble describes thermal equilibrium (at least for "large systems") when the above physical identifications have been made is deep and incompletely clarified. Note that the energy $E$ may depend on physical parameters called "magnetic field," "chemical potential," etc. Note also that the traditional definition of the energy produces a minus sign in $\exp [-\beta E]$, which is in practice a nuisance. From now on we absorb $\beta$ in the definition of $U$, and call $U$ the energy. We shall retain from the above discussion only the hint that the Gibbs ensemble is an interesting object to consider in the limit of a "large system."

The thermodynamic formalism studies measures analogous to the Gibbs ensemble $\rho$ in a certain limit where $\Omega$ becomes infinite, but some extra structure is present. Imitating the variational principle of the above Proposition, one defines equilibrium states (see II below). Imitating the definition (0.1), one defines Gibbs states (see III below).

## II. Thermodynamic formalism on a metrizable compact set

Let $\Omega$ be a non-empty metrizable compact set, and $x \rightarrow \tau^{x}$ a homomorphism of the additive group $\mathbf{Z}^{\nu}(\nu \geqslant 1)$ into the group of homeomorphisms of $\Omega$. We say that $\tau$ is expansive if, for some allowed metric $d$, there exists $\delta>0$ such that

$$
\left(d\left(\tau^{x} \xi, \tau^{x} \eta\right) \leqslant \delta \quad \text { for all } x\right) \Rightarrow(\xi=\eta)
$$

Definition of the pressure. If $\mathfrak{A}=\left(\mathfrak{A}_{i}\right), \mathfrak{B}=\left(\mathfrak{B}_{j}\right)$ are covers of $\Omega$, the cover $\mathfrak{A} \vee \mathfrak{B}$ consists of the sets $\mathfrak{A}_{i} \cap \mathfrak{B}_{j}$. This notation extends to any finite family of covers. We write

$$
\begin{aligned}
\tau^{-x} \mathfrak{A}= & \left(\tau^{-x} \mathfrak{A}_{i}\right), \\
\mathfrak{A}^{\Lambda}= & \underset{x \in \Lambda}{\vee} \tau^{-x} \mathfrak{A} \quad \text { if } \quad \Lambda \subset \mathbf{Z}^{v} \\
& \operatorname{diam} \mathfrak{A}=\sup _{i} \operatorname{diam} \mathfrak{A}_{i}
\end{aligned}
$$

where $\operatorname{diam} \mathfrak{A}_{i}$ is the diameter of $\mathfrak{A}_{i}$ for an allowed metric $d$ on $\Omega$.
The definition of the pressure which we shall now give will not look simple and natural to someone unfamiliar with the subject. This should not alarm the reader: the definition will give us quick access to a general statement of theorems
of statistical mechanics. It will otherwise recur only in Chapter 6, with more preparation.

We denote by $\mathcal{C}=\mathfrak{C}(\Omega)$ the space of continuous real functions on $\Omega$. Let $A \in \mathcal{C}, \mathfrak{A}$ be a finite open cover of $\Omega$, and $\Lambda$ be a finite subset of $\mathbf{Z}^{\nu}$; define

$$
\begin{aligned}
Z_{\Lambda}(A, \mathfrak{A})= & \min \left\{\sum_{j} \exp \left[\sup _{\xi \in \mathfrak{B}_{j}} \sum_{x \in \Lambda} A\left(\tau^{x} \xi\right)\right]\right. \\
& \left.:\left(\mathfrak{B}_{j}\right) \text { is a subcover of } \mathfrak{A}^{\Lambda}\right\}
\end{aligned}
$$

If $a^{1}, \ldots, a^{\nu}$ are integers $>0$, let $a=\left(a^{1}, \ldots, a^{\nu}\right)$ and

$$
\Lambda(a)=\left\{\left(x^{1}, \ldots, x^{\nu}\right) \in \mathbf{Z}^{v}: 0 \leqslant x^{i}<a^{i} \text { for } i=1, \ldots, \nu\right\}
$$

The function $a \rightarrow \log Z_{\Lambda(a)}(A, \mathfrak{A})$ is subadditive, and one can write (with $\left.|\Lambda(a)|=\operatorname{card} \Lambda(a)=\prod_{i} a^{i}\right)$

$$
\begin{aligned}
P(A, \mathfrak{A}) & =\lim _{a^{1}, \ldots, a^{v} \rightarrow \infty} \frac{1}{|\Lambda(a)|} \log Z_{\Lambda(a)}(A, \mathfrak{A}) \\
& =\inf _{a} \frac{1}{|\Lambda(a)|} \log Z_{\Lambda(a)}(A, \mathfrak{A}),
\end{aligned}
$$

and

$$
P(A)=\lim _{\operatorname{diam} \mathfrak{A} \rightarrow 0} P(A, \mathfrak{A})
$$

The function $P: \mathcal{C} \rightarrow \mathbf{R} \cup\{+\infty\}$ is the (topological) pressure. $P(A)$ is finite for all $A$ if and only if $P(0)$ is finite; in that case $P$ is convex and continuous (for the topology of uniform convergence in $\mathcal{C}$ ). $P(0)$ is the topological entropy; it gives a measure of the rate of mixing of the action $\tau$.

Entropy of an invariant measure. If $\sigma$ is a probability measure on $\Omega$, and $\mathfrak{A}=\left(\mathfrak{A}_{i}\right)$ a finite Borel partition of $\Omega$, we write

$$
H(\sigma, \mathfrak{A})=-\sum_{i} \sigma\left(\mathfrak{A}_{i}\right) \log \sigma\left(\mathfrak{A}_{i}\right)
$$

The real measures on $\Omega$ constitute the dual $\mathfrak{C}^{*}$ of $\mathfrak{C}$. The topology of weak dual of $\mathcal{C}$ on $\mathfrak{C}^{*}$ is called the vague topology. Let $I \subset \mathfrak{C}^{*}$ be the set of probability measures $\sigma$ invariant under $\tau$, i.e. such that $\sigma(A)=\sigma\left(A \circ \tau^{x}\right) ; I$ is convex and compact for the vague topology. If $\mathfrak{A}$ is a finite Borel partition and $\sigma \in I$, we
write

$$
\begin{aligned}
h(\sigma, \mathfrak{A}) & =\lim _{a^{1}, \ldots, a^{\nu} \rightarrow \infty} \frac{1}{|\Lambda(a)|} H\left(\sigma, \mathfrak{A}^{\Lambda(a)}\right) \\
& =\inf _{a} \frac{1}{|\Lambda(a)|} H\left(\sigma, \mathfrak{A}^{\Lambda(a)}\right) \\
h(\sigma) & =\lim _{\operatorname{diam} \mathfrak{A} \rightarrow 0} h(\sigma, \mathfrak{A}) .
\end{aligned}
$$

The function $h: I \rightarrow \mathbf{R} \cup\{+\infty\}$ is affine $\geqslant 0$; it is called the (mean) entropy. If $\tau$ is expansive, $h$ is finite and upper semi-continuous on $I$ (with the vague topology).

Theorem 1 (Variational principle).

$$
P(A)=\sup _{\sigma \in I}[h(\sigma)+\sigma(A)]
$$

for all $A \in C$.
This corresponds to the variational principle for finite systems if $-A$ is interpreted as the contribution to the energy of one lattice site.

Let us assume that $P$ is finite. The set $I_{A}$ of equilibrium states for $A \in \mathcal{C}$ is defined by

$$
I_{A}=\{\sigma \in I: h(\sigma)+\sigma(A)=P(A)\}
$$

$I_{A}$ may be empty.
Theorem 2 Assume that h is finite and upper semi-continuous on I (with the vague topology).
(a) $I_{A}=\left\{\sigma \in \mathcal{C}^{*}: P(A+B) \geqslant P(A)+\sigma(B)\right.$ for all $\left.B \in \mathcal{C}\right\}$. This set is not empty; it is convex, compact; it is a Choquet simplex and a face of $I$.
(b) The set $D=\left\{A \in \mathcal{C}\right.$ : card $\left.I_{A}=1\right\}$ is residual in $\mathcal{C}$.
(c) For every $\sigma \in I$,

$$
h(\sigma)=\inf _{A \in \mathcal{C}}[P(A)-\sigma(A)] .
$$

The fact that $I_{A}$ is a metrizable simplex implies that each $\sigma \in I_{A}$ has a unique integral representation as the barycenter of a measure carried by the extremal points of $I_{A}$. It is known that $I$ is also a simplex. The fact that $I_{A}$ is a face of $I$ implies that the extremal points of $I_{A}$ are also extremal points of $I$ (i.e. $\tau$-ergodic measures on $\Omega$ ).

## III. Statistical mechanics on a lattice

The above theorems extend results known for certain systems of statistical mechanics (classical lattice systems). For instance, if $F$ is a non-empty finite set (with the discrete topology), we can take $\Omega=F^{\mathbf{Z}^{v}}$ with the product topology, and $\tau^{x}$ defined in the obvious manner. More generally we shall take for $\Omega$ a closed $\tau$-invariant non-empty subset of $F^{\mathbf{Z}^{v}}$. For the physical interpretation, note that $\Omega$ is the space of infinite configurations of a system of spins on a crystal lattice $\mathbf{Z}^{v}$. Up to sign and factors of $\beta, P$ can be interpreted as the "free energy" or the "pressure," depending on the physical interpretation of $F$ as the set of "spin values" or of "occupation numbers" at a lattice site. For simplicity we have retained the word "pressure."

If $x=\left(x^{i}\right) \in \mathbf{Z}^{v}$, we write $|x|=\max \left|x^{i}\right|$. Let $0<\lambda<1$; if $\xi, \eta \in \Omega$, with $\xi=\left(\xi_{x}\right)_{x \in \mathbf{Z}^{v}}, \eta=\left(\eta_{x}\right)_{x \in \mathbf{Z}^{v}}$, we define

$$
d(\xi, \eta)=\lambda^{k} \quad \text { with } \quad k=\inf \left\{|x|: \xi_{x} \neq \eta_{x}\right\}
$$

$d$ is a distance compatible with the topology of $\Omega$. One checks with this definition that $\tau$ is expansive; hence Theorem 2 applies.

We shall henceforth assume that there exists a finite set $\Delta \subset \mathbf{Z}^{v}$ and $G \subset F^{\Delta}$ such that

$$
\Omega=\left\{\xi \in F^{\mathbf{Z}^{v}}: \tau^{x} \xi \mid \Delta \in G \quad \text { for all } \quad x\right\}
$$

If $\Lambda \subset \mathbf{Z}^{\nu}$ we denote by $\operatorname{pr}_{\Lambda}, \operatorname{pr}_{\Lambda}^{\prime}$ the projections of $F^{\mathbf{Z}^{\nu}}$ on $F^{\Lambda}$ and $F^{\mathbf{Z}^{v} \backslash \Lambda}$ respectively.

Let $0<\alpha \leqslant 1$, and denote by ${ }^{\alpha}$ the Banach space of real Hölder continuous functions of exponent $\alpha$ on $\Omega$ (with respect to the metric d). Let $\xi=\left(\xi_{x}\right) \in$ $\Omega, \eta=\left(\eta_{x}\right) \in \Omega$. If $\xi_{x}=\eta_{x}$ except for finitely many $x$, and $A \in \mathcal{C}^{\alpha}$, we can write

$$
g_{A}(\xi, \eta)=\prod_{x \in \mathbf{Z}^{v}} \exp \left[A\left(\tau^{x} \xi\right)-A\left(\tau^{x} \eta\right)\right]
$$

because $\left|A\left(\tau^{x} \xi\right)-A\left(\tau^{x} \eta\right)\right| \rightarrow 0$ exponentially fast when $|x| \rightarrow \infty$. For finite $\Lambda$, a continuous function $f_{\Lambda}: \operatorname{pr}_{\Lambda} \Omega \times \operatorname{pr}_{\Lambda}^{\prime} \Omega \rightarrow \mathbf{R}$ is then defined by

$$
f_{\Lambda}(\xi)=\left\{\begin{array}{lll}
{\left[\sum_{\eta \in \Omega: \operatorname{pr}_{\Lambda}^{\prime} \eta=\operatorname{pr}_{\Lambda}^{\prime} \xi} g_{A}(\eta, \xi)\right]^{-1}} & \text { if } & \xi \in \Omega \\
0 & \text { if } \quad \xi \notin \Omega
\end{array}\right.
$$

Definition. Let $A \in \mathbb{C}^{\alpha}$; we say that a probability measure $\sigma$ on $\Omega$ is a Gibbs state if the following holds.

For every finite $\Lambda \subset \mathbf{Z}^{\nu}$, let $\epsilon_{\Lambda}$ be the measure on $\operatorname{pr}_{\Lambda} \Omega$ which gives to each point of this set the mass 1 . Then

$$
\sigma=f_{\Lambda} \cdot\left(\epsilon_{\Lambda} \otimes \operatorname{pr}_{\Lambda}^{\prime} \sigma\right)
$$

(we have again denoted by $\sigma$ the image of this measure by the canonical map $\left.\Omega \mapsto \operatorname{pr}_{\Lambda} \Omega \times \operatorname{pr}_{\Lambda}^{\prime} \Omega\right)$.

Another formulation of the definition is this: $\sigma$ is a Gibbs state if, for every finite $\Lambda$, the conditional probability that $\xi \mid \Lambda$ is realized in $\Lambda$, knowing that $\xi \mid\left(\mathbf{Z}^{\nu} \backslash \Lambda\right)$ realized in $\mathbf{Z}^{\nu} \backslash \Lambda$, is $f_{\Lambda}(\xi)$.

Theorem 3 Let $A \in \mathfrak{C}^{\alpha}$.
(a) Every equilibrium state is a $\tau$-invariant Gibbs state.
(b) If $\Omega=F^{\boldsymbol{Z}^{v}}$, every $\tau$-invariant Gibbs state is an equilibrium state.

In view of (a), the Gibbs states are the probability measures which have the same conditional probabilities $f_{\Lambda}$ as the equilibrium states. Part (b) of the theorem holds under conditions much more general than $\Omega=F^{\mathbf{Z}^{v}}$. The assumption $A \in e^{\alpha}$ can also be considerably weakened. For simplicity we have in this section made an unusual description of statistical mechanics, using (Hölder continuous) functions on $\Omega$, rather than the "interactions" which are much more appropriate to a detailed study.

Theorem 4 The set of Gibbs states for $A \in \complement^{\alpha}$ is a Choquet simplex.
Every Gibbs state has thus a unique integral decomposition in terms of extremal (or "pure") Gibbs states.

Physical interpretation. The extremal equilibrium states are $\tau$-ergodic measures. They are interpreted as pure thermodynamic phases. Since the equilibrium states correspond to tangents to the graph of $P$ (Theorem 2(a)), the discontinuities of the derivative of $P$ correspond to phase transitions. One would thus like to know if $P$ is piecewise analytic (in a suitable sense) on $\mathfrak{C}^{\alpha}$. An extremal equilibrium state $\sigma$ may have a non-trivial decomposition into extremal Gibbs states (those will not be $\tau$-invariant, because of Theorem 3(b)). This is an example of symmetry breaking (the broken symmetry is the invariance under $\tau$ ).

The main problem of equilibrium statistical mechanics is to understand the nature of phases and phase transitions. Because of this, the main object of the thermodynamic formalism is to study the differentiability and analyticity properties of the function $P$, and the structure of the equilibrium states and Gibbs states. As already mentioned, detailed results are known only in special
cases, but we shall restrict ourselves in the present monograph to the general theory, as it is known at the time of writing.

For "one-dimensional systems," i.e. for $v=1$, there are fairly complete results, which can be summarized by saying that there are no phase transitions. Let us assume that

$$
\Omega=\left\{\xi=\left(\xi_{x}\right)_{x \in \mathbf{Z}} \in F^{\mathbf{Z}}: t_{\xi_{x} \xi_{5 x+1}}=1 \quad \text { for all } \quad x\right\},
$$

where $t=\left(t_{u v}\right)$ is a matrix with elements 0 or 1 . We assume also that there exists an integer $N>0$ such that all the matrix elements of $t^{N}$ are $>0$.

Theorem 5 If the above conditions are satisfied, $P: e^{\alpha} \rightarrow \mathbf{R}$ is real analytic. Furthermore for every $A \in \complement^{\alpha}$ there is only one Gibbs state (which is also the only equilibrium state).

All these properties are false for $v>1$.

### 0.3 Summary of contents

Chapters 1 to 5 of this monograph are devoted to the general theory of equilibrium statistical mechanics of classical lattice systems; complete proofs are generally given. Chapters 6 and 7 extend the thermodynamic formalism outside of the traditional domain of statistical mechanics: here the proofs are largely omitted or only sketched.* We give now some more details.

Chapters 1 and 2 give the theory of Gibbs states, without assuming invariance under lattice translations (the lattice $\mathbf{Z}^{v}$ is thus replaced by a general infinite countable set $L$ ). Chapter 3 assumes translation invariance and develops the theory of equilibrium states and of the pressure for classical lattice systems; general results on phase transitions are also obtained. Chapter 4 is central, and establishes the connexion between Gibbs states and equilibrium states. Chapter 5 deals with one-dimensional systems and prepares Chapter 7. Chapter 6 extends the theory of equilibrium states to the situation where the configuration space $\Omega$ is replaced by a general compact metrizable space on which $\mathbf{Z}^{\nu}$ acts by homeomorphisms. Chapter 7 extends the theory of Gibbs states (and related topics) to a certain class of compact metric spaces, which we call Smale spaces, on which $\mathbf{Z}$ acts by homeomorphisms. Smale spaces include Axiom A basic sets and in particular manifolds with an Anosov diffeomorphism.

Some extra material is given in the form of exercises at the end of the chapters.
Bibliographic references are given either in the text or in notes at the end of the chapters. For purposes of orientation, it may be good to read these notes

[^3]before the corresponding chapter. The reader is particularly advised to consult the following original papers: Ruelle [1], Dobrushin [2], [3], Lanford and Ruelle [1], Israel [1], and Sinai [4].

Some background material has been collected in Appendices A. 1 to A. 5. These appendices recall some well-known facts to establish terminology, and also provide access to less standard results. In general the reader is assumed to be familiar with basic facts of functional analysis, but no knowledge of physics is presupposed.

A few open problems are collected in Appendix B. Appendix C contains a brief introduction to flows.

Concerning notation and terminology we note the following points. We shall often write $|X|$ for the cardinality of a finite set $X$. We shall use in Chapters 5-7 the notation $\mathbf{Z}_{>}, \mathbf{Z}_{\geqslant}, \mathbf{Z}_{<}, \mathbf{Z}_{\leqslant}$for the sets of integers which are respectively $>0, \geqslant 0,<0, \leqslant 0$. A measure $\rho$ will (unless otherwise indicated) be a Radon measure on a compact set $\Omega$. If $f: \Omega \rightarrow \Omega^{\prime}$ is a continuous map, the image of $\rho$ by $f$ (see Appendix A.4) is denoted by $f \rho$ (not $f^{*} \rho$ ).

We refer the reader to Ruelle [3] for a wider study of equilibrium statistical mechanics, and to the excellent monograph by Bowen [6] for applications to differentiable dynamical systems.* Let us also mention the monograph by Israel [2] and the notes by Lanford [2], Georgii [1], and Preston [1], [2]. Monographs are planned by various authors on aspects of statistical mechanics not covered here, but at this time, much interesting material is not available in book form.

Before proceeding with Chapter 1, the reader is invited to go rapidly through the Appendices A.1-A.5.

[^4]
## 1

## Theory of Gibbs states

This chapter is devoted to the general theory of Gibbs states. No invariance under translations is assumed.

### 1.1 Configuration space

The following are supposed to be given:
$L$ : an infinite countable set;
$\Omega_{x}$ : a finite set for each $x \in L$;
$\mathcal{F}$ : a set of finite subsets of $L$, which is locally finite (i.e. each $x \in L$ is an element of only a finite number of the $\Lambda \in \mathcal{F}$;
$\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}:}$ a family where $\bar{\Omega}_{\Lambda} \subset \prod_{x \in \Lambda} \Omega_{x}$.
We can then define a configuration space

$$
\begin{equation*}
\Omega=\left\{\xi \in \prod_{x \in L} \Omega_{x}:(\forall \Lambda \in \mathscr{F}) \xi \mid \Lambda \in \bar{\Omega}_{\Lambda}\right\} . \tag{1.1}
\end{equation*}
$$

We shall always assume that $\Omega \neq \emptyset$.
An important example is when $\mathcal{F}$ is empty. In this case $\Omega=\prod_{x \in L} \Omega_{x}$.
It will be convenient to think of $L$ as describing a crystal lattice. At each site $x \in L$ the system may be in a finite number of different states $\xi_{x} \in \Omega_{x}$. For instance, in the description of an alloy, $\Omega_{x}$ is the list of atom species which may occur at $x$. For a spin system $\Omega_{x}$ is the list of possible spin orientations of the atom at $x$. One frequently considers a lattice gas with $\Omega_{x}=\{1,0\}$ (the site $x$ is occupied by an atom, or empty) and a spin system with $\Omega_{x}=\{1,-1\}$ (spin up and spin down). A configuration of our system is given by an element $\xi=$ $\left(\xi_{x}\right)_{x \in L}$ of $\prod_{x \in L} \Omega_{x}$. We impose a certain number of conditions $\left(\xi_{x}\right)_{x \in \Lambda} \in \bar{\Omega}_{\Lambda}$. For a lattice gas an example of such conditions would be that two "neighboring"
lattice sites cannot be occupied simultaneously (the particles on the lattice have hard cores).

For any set $S \subset L$, let

$$
\begin{equation*}
\Omega_{S}=\left\{\xi \in \prod_{x \in S} \Omega_{x}:(\forall \Lambda \in \mathcal{F}: \Lambda \subset S) \xi \mid \Lambda \in \bar{\Omega}_{\Lambda}\right\} \tag{1.2}
\end{equation*}
$$

Since $\Omega \neq \emptyset$, no $\Omega_{S}$ is empty. We put on $\Omega_{x}$ the discrete topology and on $\prod_{x \in S} \Omega_{x}$ the product topology, which is compact. The spaces $\Omega_{S}$, in particular $\Omega$, are then also compact. We have continuous maps $\alpha_{S}: \Omega \mapsto \Omega_{S}$ defined by $\alpha_{S} \xi=\xi \mid S$ or $\alpha_{S}\left(\xi_{x}\right)_{x \in L}=\left(\xi_{x}\right)_{x \in S}$. More generally we can define $\alpha_{T S}: \Omega_{S} \mapsto$ $\Omega_{T}$ if $S \supset T$. Let $\mathcal{C}=\mathcal{C}(\Omega)$ be the algebra of real continuous functions on $\Omega$. $\mathcal{C}$ is a Banach space with respect to the uniform norm, and the probability measures on $\Omega$ form a convex compact subset $E$ of the weak dual $\mathfrak{C}^{*}$ of $\mathcal{C}\left(\mathbb{C}^{*}\right.$ is the space of real measures on $\Omega$; the topology of weak dual is the vague topology). $E$ is metrizable. For finite $\Lambda \subset L$, let $\mathcal{C}_{\Lambda}$ be the algebra of functions $A \circ \alpha_{\Lambda}$ where $A \in \mathcal{C}\left(\Omega_{\Lambda}\right)$. By the Stone-Weierstrass theorem the union of the $\mathfrak{C}_{\Lambda}$ is dense in $\mathcal{C}$.

We may consider the elements of $\mathcal{C}$ as observables of our classical lattice system. The elements of $\mathcal{C}_{\Lambda}$ are then the physical quantities which can be observed in the finite region $\Lambda$. A probability measure $\mu \in E$ is a state. We interpret it as an expectation value functional on the observables, i.e. a positive linear functional on $\mathcal{e}$ such that $\mu(1)=1$.

### 1.2 Interactions

An interaction is a real function $\Phi$ on

$$
\bigcup_{\Lambda \text { finite } \subset L} \Omega_{\Lambda}
$$

such that $\Phi \mid \Omega_{\emptyset}=0$ and for each $x \in L$

$$
\begin{equation*}
|\Phi|_{x}=\sum_{X \ni x} \frac{1}{|X|} \sup _{\xi \in \Omega_{x}}|\Phi(\xi)|<+\infty \tag{1.3}
\end{equation*}
$$

where $|X|=$ card $X$. Given $\Phi$, an energy function $U_{\Lambda}^{\Phi}: \Omega_{\Lambda} \mapsto \mathbf{R}$ is defined for each finite $\Lambda \subset L$ by

$$
\begin{equation*}
U_{\Lambda}^{\Phi}(\xi)=\sum_{X \subset \Lambda} \Phi(\xi \mid X) \tag{1.4}
\end{equation*}
$$

We write $U_{\Lambda}$ instead of $U_{\Lambda}^{\Phi}$ when there is no confusion. We have

$$
\begin{equation*}
U_{\Lambda}(\xi)=\sum_{x \in \Lambda} \sum_{X: x \in X \subset \Lambda} \frac{1}{|X|} \Phi(\xi \mid X) \tag{1.5}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\left|U_{\Lambda}\right| \leqslant \sum_{x \in \Lambda}|\Phi|_{x} \tag{1.6}
\end{equation*}
$$

For the rest of this chapter we shall impose instead of (1.3) the stronger requirement

$$
\begin{equation*}
\|\Phi\|_{x}=\sum_{X \ni x} \sup _{\xi \in \Omega_{x}}|\Phi(\xi)|<+\infty \tag{1.7}
\end{equation*}
$$

If $\Lambda, M$ are disjoint subsets of $L$ such that $\Lambda$ is finite and $\xi \in \Omega_{\Lambda \cup M}$, we can define

$$
\begin{equation*}
W_{\Lambda M}(\xi)=\sum_{X}^{*} \Phi(\xi \mid X) \tag{1.8}
\end{equation*}
$$

where $\sum^{*}$ extends over the finite sets $X \subset \Lambda \cup M$ such that $X \cap \Lambda \neq \emptyset$ and $X \cup M \neq \emptyset$. We have thus

$$
\begin{equation*}
\left|W_{\Lambda M}\right| \leqslant \sum_{x \in \Lambda}\|\Phi\|_{x} \tag{1.9}
\end{equation*}
$$

If $\Lambda, M$ are finite, we have also

$$
\begin{equation*}
U_{\Lambda \cup M}=U_{\Lambda}+U_{M}+W_{\Lambda M} \tag{1.10}
\end{equation*}
$$

### 1.3 Gibbs ensembles and thermodynamic limit

The Gibbs ensemble for the region $\Lambda(\Lambda$ finite $\subset L)$ and the interaction $\Phi$ is the probability measure $\mu_{(\Lambda)}$ on $\Omega_{\Lambda}$ defined by

$$
\begin{align*}
\mu_{(\Lambda)}\{\xi\} & =Z_{\Lambda}^{-1} \exp \left[-U_{\Lambda}^{\Phi}(\xi)\right] \\
Z_{\Lambda} & =\sum_{\xi \in \Omega_{\Lambda}} \exp \left[-U_{\Lambda}^{\Phi}(\xi)\right] \tag{1.11}
\end{align*}
$$

The general name of thermodynamic limit is given to a limit when $\Lambda$ "tends to infinity." In particular we write $\Lambda \rightarrow L$ if eventually $\Lambda \supset \Delta$ for every finite $\Delta \subset L$ (limit on the increasing net of finite subsets of $L$ ordered by inclusion).

We shall now prove the existence of thermodynamic limits for the Gibbs ensembles by a compactness argument.

### 1.4 Proposition

Let $\left(M_{n}\right)$ be a sequence of finite subsets of $L$ such that $M_{n} \rightarrow L$, and for each $n$ let $\mu_{\left(M_{n}\right)}$ be a probability measure on $\Omega_{M_{n}}$. One can choose a subsequence $\left(M_{n}^{\prime}\right)$ such that the following limit exists for all finite $\Lambda \subset L$ :

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \alpha_{\Lambda M_{n}^{\prime}} \mu_{\left(M_{n}^{\prime}\right)}=\rho_{\Lambda} \tag{1.12}
\end{equation*}
$$

Furthermore there exists a unique probability measure $\rho$ on $\Omega$ such that

$$
\begin{equation*}
\rho_{\Lambda}=\alpha_{\Lambda} \rho \tag{1.13}
\end{equation*}
$$

for all $\Lambda$.
Notice that $\alpha_{\Lambda M_{n}} \mu_{\left(M_{n}\right)}$ is defined only for $M_{n} \supset \Lambda$, i.e. for $n$ sufficiently large. Since the finite subsets $\Lambda$ of $L$ form a countable family, and the $\Omega_{\Lambda}$ are finite, the existence of a subsequence $\left(M_{n}^{\prime}\right)$ such that (1.12) holds follows from a diagonal argument. As a consequence of (1.12) we have $\alpha_{\Lambda M} \rho_{M}=\rho_{\Lambda}$ if $\Lambda \subset$ $M$. Therefore we can define consistently $\rho\left(A \circ \alpha_{\Lambda}\right)=\rho_{\Lambda}(A)$ for $A \in \mathcal{C}\left(\Omega_{\Lambda}\right)$ and extend $\rho$ by continuity to $\mathcal{C}$.* The uniqueness of $\rho$ follows from the density of $\cup_{\Lambda} \mathcal{C}_{\Lambda}$ in $\mathcal{C}$. We shall say that $\rho$ is a thermodynamic limit of the probability measures $\mu_{(\Lambda)}$.

No use has been made of the fact that the probability measures $\mu_{(\Lambda)}$ were Gibbs ensembles. If this is the case, the thermodynamic limit $\rho$ has however special properties, as we shall see in Section 1.6.

### 1.5 Gibbs states

We say that $\sigma \in E$ is a Gibbs state (for the interaction $\Phi$ ) if, for all finite $\Lambda \subset L$, there exists a probability measure $\sigma_{L \backslash \Lambda}$ on $\Omega_{L \backslash \Lambda}$ such that for all $\xi_{\Lambda} \in \Omega_{\Lambda}$

$$
\begin{equation*}
\left(\alpha_{\Lambda} \sigma\right)\left\{\xi_{\Lambda}\right\}=\int_{\Omega_{L \backslash \Lambda}} \sigma_{L \backslash \Lambda}(d \eta) \mu_{(\Lambda) \eta}\left\{\xi_{\Lambda}\right\} \tag{1.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{(\Lambda)_{\eta}}\left\{\xi_{\Lambda}\right\}=\frac{e^{-U_{\Lambda}\left(\xi_{\Lambda}\right)-W_{\Lambda, L \backslash \Lambda}\left(\xi_{\Lambda} \vee \eta\right)}}{\sum_{\eta_{\Lambda} \in \Omega_{\Lambda}} e^{-U_{\Lambda}\left(\eta_{\Lambda}\right)-W_{\Lambda, L \backslash \Lambda}\left(\eta_{\Lambda} \vee \eta\right)}} . \tag{1.15}
\end{equation*}
$$

In this formula $\xi_{\Lambda} \vee \eta$ is the element $\zeta$ of $\Omega$ such that $\zeta\left|\Lambda=\xi_{\Lambda}, \zeta\right|(L \backslash \Lambda)=\eta$, and it is understood that terms with $\xi_{\Lambda} \vee \eta$ or $\eta_{\Lambda} \vee \eta$ not defined are omitted.

[^5]This means that if $\xi_{\Lambda} \vee \eta$ is not defined we put $\exp \left[-W_{\Lambda, L \backslash \Lambda}\left(\xi_{\Lambda} \vee \eta\right)\right]=0$. We also put the fraction (1.15) equal to zero if its numerator vanishes. Notice that, since $\mathcal{F}$ has been assumed locally finite, the sets $\left\{\eta \in \Omega_{L \backslash \Lambda}: \xi_{\Lambda} \vee \eta \in \Omega\right\}$ and $\left\{\eta \in \Omega_{L \backslash \Lambda}: \xi_{\Lambda} \vee \eta\right.$ not defined $\}$ are both open. On the other hand $W_{\Lambda, L \backslash \Lambda}$ is on $\left\{\eta \in \Omega_{L \backslash \Lambda}: \xi_{\Lambda} \vee \eta \in \Omega\right\}$ a uniformly convergent sum of continuous functions (see (1.7), (1.8)). Therefore the functions $\eta \mapsto \exp \left[-W_{\Lambda, L \backslash \Lambda}\left(\xi_{\Lambda} \vee \eta\right)\right], \eta \mapsto$ $\mu_{(\Lambda) \eta}\left\{\xi_{\Lambda}\right\}$ are continuous on $\Omega_{L \backslash \Lambda}$.

### 1.6 Thermodynamic limit of Gibbs ensembles

We prove now that if $\rho$ is a thermodynamic limit of Gibbs ensembles $\mu_{(\Lambda)}$ for the interaction $\Phi$, then $\rho$ is a Gibbs state for the interaction $\Phi$.

Using the definition (1.11) we have, for $\Lambda \subset M$,

$$
\begin{align*}
\left(\alpha_{\Lambda M} \mu_{(M)}\right)\left\{\xi_{\Lambda}\right\} & =\sum_{\eta \in \Omega_{M \backslash \Lambda}} \mu_{(M)}\left\{\xi_{\Lambda} \vee \eta\right\} \\
& =\sum_{\eta \in \Omega_{M \backslash \Lambda}}\left[Z_{M}^{-1} e^{-U_{M \backslash \Lambda}(\eta)}\right] \exp \left[-U_{\Lambda}\left(\xi_{\Lambda}\right)-W_{\Lambda, M \backslash \Lambda}\left(\xi_{\Lambda} \vee \eta\right)\right] \\
& =\sum_{\eta \in \Omega_{M \backslash \Lambda}}\left[\left(\alpha_{M \backslash \Lambda, M} \mu_{(M)}\right)\{\eta\}\right] \mu_{(\Lambda, M) \eta}\left\{\xi_{\Lambda}\right\} \tag{1.16}
\end{align*}
$$

where

$$
\begin{equation*}
\mu_{(\Lambda, M) \eta}\left\{\xi_{\Lambda}\right\}=\frac{e^{-U_{\Lambda}\left(\xi_{\Lambda}\right)-W_{\Lambda, M \backslash \Lambda}\left(\xi_{\Lambda} \vee \eta\right)}}{\sum_{\eta_{\Lambda} \in \Omega_{\Lambda}} e^{-U_{\Lambda}\left(\eta_{\Lambda}\right)-W_{\Lambda, M \backslash \Lambda}\left(\eta_{\Lambda} \vee \eta\right)}} \tag{1.17}
\end{equation*}
$$

We adopt conventions similar to those of Section 1.5 concerning the meaning of $\xi_{\Lambda} \vee \eta$. In particular we put the expression (1.17) equal to zero when the numerator vanishes. We now investigate what happens when we replace $M$ in (1.16) by the sequence ( $M_{n}^{\prime}$ ) of Proposition 1.4, and let $n \rightarrow \infty$.
(a) We notice that the function on $\Omega_{L \backslash \Lambda}$ defined by

$$
\eta \mapsto \mu_{\left(\Lambda, M_{n}^{\prime}\right)\left(\eta \mid M_{n}^{\prime} \backslash \Lambda\right)}\left\{\xi_{\Lambda}\right\}
$$

converges uniformly to $\eta \mapsto \mu_{(\Lambda) \eta}\left\{\xi_{\Lambda}\right\}$ because of the convergence of the sum defining $W_{\Lambda, L \backslash \Lambda}\left(\xi_{\Lambda} \vee \eta\right)$.
(b) Using Proposition 1.4 for the sequence $\alpha_{M_{n}^{\prime} \backslash \Lambda, M_{n}} \mu_{\left(M_{n}^{\prime}\right)}$, we see that it has a thermodynamic limit $\rho_{L \backslash \Lambda}$, which is a probability measure on $\Omega_{L \backslash \Lambda}$.

From (a), (b), and (1.16) we obtain

$$
\lim _{n \rightarrow \infty}\left(\alpha_{\Lambda M_{n}^{\prime}} \mu_{\left(M_{n}^{\prime}\right)}\right)\left\{\xi_{\Lambda}\right\}=\int_{\Omega_{L \backslash \Lambda}} \rho_{L \backslash \Lambda}(d \eta) \mu_{(\Lambda) \eta}\left\{\xi_{\Lambda}\right\}
$$

In view of Proposition 1.4 this expresses that $\rho$ is a Gibbs state.

### 1.7 Boundary terms

Let a probability measure $\mu_{(\Lambda)}^{\prime}$ on $\Omega_{\Lambda}$ be defined for each finite $\Lambda \subset L$, or for a sequence $\left(\Lambda_{n}\right)$ such that $\Lambda_{n} \rightarrow \infty$, or for a suitable net. Suppose that $\mu_{(\Lambda)}^{\prime}$ is of the form

$$
\begin{aligned}
\mu_{(\Lambda)}^{\prime}\left\{\xi_{\Lambda}\right\} & =Z_{\Lambda}^{\prime-1} e^{-U_{\Lambda}\left(\xi_{\Lambda}\right)-B_{\Lambda}\left(\xi_{\Lambda}\right)}, \\
Z_{\Lambda}^{\prime} & =\sum_{\eta_{\Lambda} \in \Omega_{\Lambda}} e^{-U_{\Lambda}\left(\eta_{\Lambda}\right)-B_{\Lambda}\left(\eta_{\Lambda}\right)} .
\end{aligned}
$$

If the boundary term $B_{\Lambda}$ has a suitable behavior in the thermodynamic limit, the results of Section 1.6 can be extended to $\left(\mu_{(\Lambda)}^{\prime}\right)$.

Instead of (1.16) we have here

$$
\begin{align*}
\left(\alpha_{\Lambda M} \mu_{(M)}^{\prime}\right)\left\{\xi_{\Lambda}\right\}= & \sum_{\eta \in \Omega_{M \backslash \Lambda}} \mu_{(M)}^{\prime}\left\{\xi_{\Lambda} \vee \eta\right\} \\
= & \sum_{\eta \in \Omega_{M \backslash \Lambda}}\left[Z_{M}^{\prime-1} e^{-U_{M \backslash \Lambda}(\eta)-B^{\prime}(\eta)}\right] \\
& \times \exp \left[-U_{\Lambda}\left(\xi_{\Lambda}\right)-W_{\Lambda, M \backslash \Lambda}\left(\xi_{\Lambda} \vee \eta\right)-B^{\prime \prime}\left(\xi_{\Lambda}, \eta\right)\right] \tag{1.18}
\end{align*}
$$

provided $B_{M}\left(\xi_{\Lambda} \vee \eta\right)=B^{\prime}(\eta)+B^{\prime \prime}\left(\xi_{\Lambda}, \eta\right)$. Corresponding to (a) of Section 1.6, suppose that the function on $\Omega_{L \backslash \Lambda}$ defined by

$$
\begin{equation*}
\eta \mapsto \exp \left[-U_{\Lambda}\left(\xi_{\Lambda}\right)-W_{\Lambda, M \backslash \Lambda}\left(\xi_{\Lambda} \vee\left(\alpha_{M \backslash \Lambda, L \backslash \Lambda} \eta\right)\right)-B^{\prime \prime}\left(\xi_{\Lambda}, \alpha_{M \backslash \Lambda, L \backslash \Lambda} \eta\right)\right] \tag{1.19}
\end{equation*}
$$

tends uniformly to $\eta \mapsto \exp \left[-U_{\Lambda}\left(\xi_{\Lambda}\right)-W_{\Lambda, L \backslash \Lambda}\left(\xi_{\Lambda} \vee \eta\right)\right]$; then the argument in Section 1.6 carries over to the present case, and a thermodynamic limit of $\left(\mu_{(\Lambda)}^{\prime}\right)$ is a Gibbs state.

We now consider an example. For each finite $\Lambda \subset L$, let $\eta_{L \backslash \Lambda}$ be the restriction to $L \backslash \Lambda$ of some $\eta_{(\Lambda)}^{*} \in \Omega$. Using (1.15) we define $\mu_{(\Lambda)}^{\prime}=\mu_{(\Lambda) \eta_{L \backslash \Lambda}}$. We thus have

$$
B_{\Lambda}\left(\xi_{\Lambda}\right)=W_{\Lambda, L \backslash \Lambda}\left(\xi_{\Lambda} \vee \eta_{L \backslash \Lambda}\right)
$$

If $\Lambda \subset M, \xi_{\Lambda} \subset \Omega_{\Lambda}, \eta \in \Omega_{M \backslash \Lambda}$, we can write by (1.8)

$$
\begin{aligned}
B_{M}\left(\xi_{\Lambda} \vee \eta\right) & =W_{M, L \backslash M}\left(\xi_{\Lambda} \vee \eta \vee \eta_{L \backslash M}\right) \\
& =B^{\prime}(\eta)+B^{\prime \prime}\left(\xi_{\Lambda}, \eta\right)
\end{aligned}
$$

where

$$
\begin{aligned}
B^{\prime}(\eta) & =\sum_{X}^{*} \Phi\left(\eta \vee \eta_{L \backslash M} \mid X\right)=W_{M \backslash \Lambda, L \backslash M}\left(\eta \vee \eta_{L \backslash M}\right), \\
B^{\prime \prime}\left(\xi_{\Lambda}, \eta\right) & =\sum_{X}^{* *} \Phi\left(\xi_{\Lambda} \vee \eta \vee \eta_{L \backslash M} \mid X\right) .
\end{aligned}
$$

The sum $\sum^{*}$ extends over the finite sets $X \subset L \backslash \Lambda$ such that $X \cap(M \backslash \Lambda) \neq \varnothing$ and $X \cap(L \backslash M) \neq \emptyset$. The sum $\sum^{* *}$ extends over the finite sets $X \subset L$ such that $X \cap \Lambda \neq \emptyset$ and $X \cap(L \backslash M) \neq \emptyset$. We now have to worry about the fact that $\xi_{\Lambda} \vee \eta \vee \eta_{L \backslash \Lambda}$ need not be defined, i.e. that there need be no $\zeta \in \Omega$ with restrictions $\xi_{\Lambda}, \eta, \eta_{L \backslash M}$ to $\Omega_{\Lambda}, \Omega_{M \backslash \Lambda}, \Omega_{L \backslash M}$. Given $\Lambda$, if $M$ is sufficiently large this means that either $\xi_{\Lambda} \vee \eta$ or $\eta \vee \eta_{L \backslash M}$ is not defined (we use the fact that $\mathcal{F}$ is locally finite). Our conventions are thus respected in (1.18) by putting $e^{-W_{\Lambda, M \backslash \Lambda}\left(\xi_{\Lambda} \vee \eta\right)}=0$ if $\xi_{\Lambda} \vee \eta$ is not defined, $e^{-B^{\prime}(\eta)}=0$ if $\eta \vee \eta_{L \backslash M}$ is not defined, and $\Phi\left(\xi_{\Lambda} \vee \eta \vee \eta_{L \backslash M} \mid X\right)=0$ in $B^{\prime \prime}$ if $\xi_{\Lambda} \vee \eta \vee \eta_{L \backslash M}$ is not defined. The uniform convergence of (1.19) to the limit $\eta \mapsto \exp \left[-U_{\Lambda}\left(\xi_{\Lambda}\right)-\right.$ $\left.W_{\Lambda, L \backslash \Lambda}\left(\xi_{\Lambda} \vee \eta\right)\right]$ is then easily checked. In conclusion a thermodynamic limit of $\left(\mu_{(\Lambda) \eta_{L \backslash \Lambda}}\right)$ is necessarily a Gibbs state.

We now derive an important result from the above estimates. We have

$$
\begin{align*}
\mu_{(M) \eta_{L \backslash M}}\left\{\xi_{\Lambda} \vee \eta\right\}= & {\left[Z_{M}^{\prime-1} e^{-U_{M \backslash \Lambda}(\eta)-B^{\prime}(\eta)}\right] } \\
& \times \exp \left[-U_{\Lambda}\left(\xi_{\Lambda}\right)-W_{\Lambda, M \backslash \Lambda}\left(\xi_{\Lambda} \vee \eta\right)-B^{\prime \prime}\left(\xi_{\Lambda}, \eta\right)\right] \tag{1.20}
\end{align*}
$$

where $B^{\prime \prime}$ is uniformly small for large $M$. We remark that by the definition (1.14), a Gibbs state $\sigma$ is such that $\alpha_{M} \sigma$ is an average over $\eta_{L \backslash M}$ of the measures $\mu_{(M) \eta_{L \backslash M}}$. We can thus estimate the conditional probability with respect to $\sigma(d \xi)$ that $\xi \mid \Lambda=\xi_{\Lambda}$ when it is known that $\xi \mid(M \backslash \Lambda)=\eta$. According to (1.20), this is given by

$$
\frac{\left(\alpha_{M} \sigma\right)\left\{\xi_{\Lambda} \vee \eta\right\}}{\sum_{\eta_{\Lambda} \in \Omega_{\Lambda}}\left(\alpha_{M} \sigma\right)\left\{\eta_{\Lambda} \vee \eta\right\}} \approx \frac{e^{-U_{\Lambda}\left(\xi_{\Lambda}\right)-W_{\Lambda, M \backslash \Lambda}\left(\xi_{\Lambda} \vee \eta\right)}}{\sum_{\eta_{\Lambda} \in \Omega_{\Lambda}} e^{-U_{\Lambda}\left(\eta_{\Lambda}\right)-W_{\Lambda, M \backslash \Lambda}\left(\eta_{\Lambda} \vee \eta\right)}}
$$

where the error is uniformly as small as one likes for large $M$. From this follows that for a Gibbs state $\sigma$ the conditional probability that $\xi \mid \Lambda=\xi_{\Lambda}$, when it is known that $\xi \mid(L \backslash \Lambda)=\eta$, is $\mu_{(\Lambda) \eta}\left\{\xi_{\Lambda}\right\}$. Conversely, if the conditional probability has this form, (1.14) clearly holds.

### 1.8 Theorem

A probability measure $\sigma$ on $\Omega$ is a Gibbs state if and only if, for each finite $\Lambda \subset L$, the conditional probability that $\xi \mid \Lambda=\xi_{\Lambda}$, knowing that $\xi \mid(L \backslash \Lambda)=\eta$, is $\mu_{(\Lambda) \eta}\left\{\xi_{\Lambda}\right\}$ as given by (1.15).

Notice that we may thus take $\sigma_{L \backslash \Lambda}=\alpha_{L \backslash \Lambda} \sigma$ in (1.14). In particular a vague limit of Gibbs states is a Gibbs state. The set of Gibbs states is thus compact; it is clearly also convex.

### 1.9 Theorem

Let $\Phi$ be an interaction. The probability measures $\mu_{(\Lambda)}$ and $\mu_{(\Lambda) \eta}$ on $\Omega_{\Lambda}$ (Gibbs ensemble and Gibbs ensemble with boundary term) are defined by (1.11) and (1.15) where $\eta \in \Omega_{L \backslash \Lambda}$ is the restriction to $L \backslash \Lambda$ of some element $\eta^{*}$ of $\Omega$ (which may depend on $\Lambda$ ). Thermodynamic limits are defined by Proposition 1.4.
(a) Any thermodynamic limit of $\left(\mu_{(\Lambda)}\right)$ is a Gibbs state.
(b) Any thermodynamic limit of $\left(\mu_{\left.(\Lambda)_{\eta_{L \backslash \Lambda}}\right)}\right)$ is a Gibbs state.
(c) The closed convex hull of the Gibbs states obtained in (b) is the set $K_{\Phi}$ of all Gibbs states.
(d) $K_{\Phi} \neq \emptyset ; K_{\Phi}$ is convex and compact; $K_{\Phi}$ is a Choquet simplex.
(a) and (b) have been proved in Sections 1.6 and 1.7 respectively.

Because of (a) the set $K_{\Phi}$ of Gibbs states is not empty, and we have seen after Theorem 1.8 that $K_{\Phi}$ is convex and compact. Therefore the closed convex hull $K$ of the Gibbs states obtained in (b) is contained in $K_{\Phi}$. Suppose $K \neq K_{\Phi}$. There is then $A \in \mathcal{C}$ and $\sigma \in K_{\Phi}$ such that

$$
\begin{equation*}
\sigma(A)>\max _{\rho \in K} \rho(A) \tag{1.21}
\end{equation*}
$$

and we may assume that $A=B \circ \alpha_{\Lambda}, B \in \mathcal{C}\left(\Omega_{\Lambda}\right)$ for some finite $\Lambda$. By (1.14) we have $\mu_{(M)_{\eta}}\left(B \circ \alpha_{\Lambda M}\right) \geqslant \sigma(A)$ for some $\eta \in \Omega_{L \backslash M}$ and all $M \supset \Lambda$. If $\rho$ is a thermodynamic limit of $\left(\mu_{\left.(M)_{\eta}\right)}\right), \rho(A) \geqslant \sigma(A)$ in contradiction with (1.21). We have thus proved (c) and the first two parts of (d).

Let $\xi_{\Lambda} \in \Omega_{\Lambda}$ for a finite $\Lambda \subset L$. If $\sigma(d \xi)$ is any measure on $\Omega$, let $\sigma_{(L \backslash \Lambda) \xi_{\Lambda}}$ be the measure on $\Omega_{L \backslash \Lambda}$ obtained by "setting $\xi \mid \Lambda=\xi_{\Lambda}$ " (restrict $\sigma$ to $\{\xi \in \Omega$ : $\left.\xi \mid \Lambda=\xi_{\Lambda}\right\}$, then take the image of the restriction by $\alpha_{L \backslash \Lambda}$ ). If $\sigma$ is a Gibbs state, then by Theorem 1.8,

$$
\begin{equation*}
\sigma_{(L \backslash \Lambda) \xi_{\Lambda}}(d \eta)=\mu_{(\Lambda) \eta}\left\{\xi_{\Lambda}\right\} \sigma_{L \backslash \Lambda}(d \eta) \tag{1.22}
\end{equation*}
$$

hence

$$
\begin{equation*}
e^{-U_{\Lambda}\left(\xi_{\Lambda}\right)-W_{\Lambda, L \backslash \Lambda}\left(\xi_{\Lambda} \vee \eta\right)} \sigma_{(L \backslash \Lambda) \eta_{\Lambda}}(d \eta)=e^{-U_{\Lambda}\left(\eta_{\Lambda}\right)-W_{\Lambda, L \backslash \Lambda}\left(\eta_{\Lambda} \vee \eta\right)} \sigma_{(L \backslash \Lambda) \xi_{\Lambda}}(d \eta) \tag{1.23}
\end{equation*}
$$

for all $\xi_{\Lambda}, \eta_{\Lambda} \in \Omega_{\Lambda}$. Conversely if $\sigma$ is a probability measure and (1.23) holds for all $\Lambda, \xi_{\Lambda}, \eta_{\Lambda}$, then (1.22) holds and $\sigma$ is a Gibbs state. Consider now the closed linear subspace $\mathcal{G}$ of $\mathcal{C}^{*}$ consisting of the real measures $\sigma$ such that (1.23) holds for all $\Lambda, \xi_{\Lambda}, \eta_{\Lambda}$. It is clear that if $\sigma \in \mathcal{G}$, also $|\sigma| \in \mathcal{S}$. From this it follows that $K_{\Phi}$ is a simplex (see Appendix A.5.5).

### 1.10 Algebra at infinity

Let $\sigma$ be a probability measure on $\Omega$. We let $\pi(A)$ be the class of $A$ in $L^{\infty}(\Omega, \sigma)$. Define

$$
\begin{equation*}
\mathcal{B}_{\sigma}=\bigcap_{\Lambda \text { finite } \subset L} \text { closure }\left[\bigcup_{M \text { finite } \subset L \backslash \Lambda} \pi\left(\mathcal{C}_{M}\right)\right] \text {, } \tag{1.24}
\end{equation*}
$$

where the closure is taken with respect to the topology of $L^{\infty}(\Omega, \sigma)$ as weak dual of $L^{1}(\Omega, \sigma)$. Then $\mathscr{B}_{\sigma}$ will be called the algebra at infinity associated with $\sigma$. We shall now characterize the $\sigma$ which have trivial algebra at infinity (i.e. $\mathscr{B}_{\sigma}$ consists of the almost everywhere constant functions) by the following cluster property.
(C) For all $A \in \mathcal{C}$ there exists $\Lambda$ finite $\subset L$ such that

$$
\left(B \in \mathcal{C}_{M}, \quad M \cap \Lambda=\emptyset\right) \Rightarrow|\sigma(A B)-\sigma(A) \sigma(B)| \leqslant\|B\|
$$

Suppose first that (C) holds. Then for all $A \in \mathcal{C}$ and $B_{\infty} \in \mathscr{B}_{\sigma}$,

$$
\left|\sigma\left(A B_{\infty}\right)-\sigma(A) \sigma\left(B_{\infty}\right)\right| \leqslant\left\|B_{\infty}\right\| .
$$

Replacing $A$ by $\lambda A$ and letting $\lambda \rightarrow \infty$, we obtain

$$
\sigma\left(A B_{\infty}\right)=\sigma(A) \sigma\left(B_{\infty}\right)
$$

hence $B_{\infty}$ is constant and $\mathscr{B}_{\sigma}$ is trivial.
Suppose now that (C) does not hold. There exist then $A \in \mathcal{C}$, and $B_{L \backslash \Lambda}$ for each finite $\Lambda \subset L$, such that

$$
\begin{array}{r}
B_{L \backslash \Lambda} \subset \bigcup_{M \subset L \backslash \Lambda} \mathcal{C}_{M}, \quad\left\|B_{L \backslash \Lambda}\right\|=1 \\
\left|\sigma\left(A B_{L \backslash \Lambda}\right)-\sigma(A) \sigma\left(B_{L \backslash \Lambda}\right)\right|>1 .
\end{array}
$$

Let $B_{\infty}$ be a weak limit of the net $\left(\pi\left(B_{L \backslash \Lambda}\right)\right)$ in $L^{\infty}(\Omega, \sigma)$; then $B_{\infty} \in \mathscr{B}_{\sigma}$ and we have

$$
\left|\sigma\left(A B_{\infty}\right)-\sigma(A) \sigma\left(B_{\infty}\right)\right| \geqslant 1
$$

Therefore $B_{\infty}$ cannot be constant: $\mathscr{B}_{\sigma}$ is not trivial.
We can now characterize the extremal points of the set $K_{\Phi}$ of Gibbs states (pure Gibbs states).

### 1.11 Theorem (characterization of pure Gibbs states)

Let $\sigma \in K_{\Phi}$; then the following conditions are equivalent;
(A) $\sigma$ is an extremal point of $K_{\Phi}$.
(B) The algebra at infinity $\mathscr{B}_{\sigma}$ associated with $\sigma$ is trivial.
(C) For all $A \in \mathcal{C}$ there exists $\Lambda$ finite $\subset L$ such that

$$
\left(B \in \mathfrak{C}_{M}, \quad M \cap \Lambda=\emptyset\right) \Rightarrow|\sigma(A B)-\sigma(A) \sigma(B)| \leqslant\|B\|
$$

We showed the equivalence of $(\mathrm{B})$ and (C) in Section 1.10. We now prove $(A) \Leftrightarrow(B)$.

The non-extremality of $\sigma$ in $K_{\Phi}$ is equivalent to the existence of $B_{\infty} \in$ $L^{\infty}(\Omega, \sigma), B_{\infty} \geqslant 0$, such that $B_{\infty}$ is not a constant and $B_{\infty} \sigma$ is proportional to a Gibbs state. By (1.23) this is equivalent to

$$
\begin{aligned}
& e^{-U_{\Lambda}\left(\xi_{\Lambda}\right)-W_{\Lambda, L \Lambda \Lambda}\left(\xi_{\Lambda} \vee \eta\right)} B_{\infty}\left(\eta_{\Lambda} \vee \eta\right) \sigma_{(L \backslash \Lambda) \eta_{\Lambda}}(d \eta) \\
& \quad=e^{-U_{\Lambda}\left(\eta_{\Lambda}\right)-W_{\Lambda, L \Lambda \Lambda}\left(\eta_{\Lambda} \vee \eta\right)} B_{\infty}\left(\xi_{\Lambda} \vee \eta\right) \sigma_{(L \backslash \Lambda) \xi_{\Lambda}}(d \eta)
\end{aligned}
$$

for all $\Lambda$ finite and $\xi_{\Lambda}, \eta_{\Lambda} \in \Omega_{\Lambda}$. But this means

$$
B_{\infty}\left(\xi_{\Lambda} \vee \eta\right)=B_{\infty}\left(\eta_{\Lambda} \vee \eta\right)
$$

(almost everywhere with respect to $\left(\alpha_{L \backslash \Lambda} \sigma\right)(d \eta)$ ) when $\xi_{\Lambda} \vee \eta, \eta_{\Lambda} \vee \eta$ are defined. Equivalently $B_{\infty}$ is in the closure of $\cup_{M \subset L \backslash \Lambda} \pi\left(\mathcal{C}_{M}\right)$ for all $\Lambda$, and thus $B_{\infty} \in \mathscr{B}_{\sigma}$. The non-extremality of $\sigma$ is thus equivalent to the existence of a non-trivial $B_{\infty} \in \mathscr{B}_{\sigma}$.

### 1.12 The operators $\mathfrak{q u}_{\Lambda}$

Given a finite $\Lambda \subset L$ we define a linear map $\Re_{\Lambda}: \mathcal{C} \mapsto \mathcal{C}$ by

$$
\begin{equation*}
\left(9 r_{\Lambda} A\right)\left(\xi_{\Lambda} \vee \eta\right)=\sum_{\eta_{\Lambda} \in \Omega_{\Lambda}} \mu_{(\Lambda) \eta}\left\{\eta_{\Lambda}\right\} A\left(\eta_{\Lambda} \vee \eta\right) \tag{1.25}
\end{equation*}
$$

for all $\xi_{\Lambda} \vee \eta \in \Omega$, with $\xi_{\Lambda} \in \Omega_{\Lambda}, \eta \in \Omega_{L \backslash \Lambda}$.

Clearly $\left\|9 \pi_{\Lambda} A\right\| \leqslant\|A\|$ and there is a function $B$ on $\Omega_{L \backslash \Lambda}$ such that $\left(9 \pi_{\Lambda} A\right)\left(\xi_{\Lambda} \vee \eta\right)=B(\eta)$. Therefore, if $\sigma$ is a Gibbs state, (1.22) yields

$$
\begin{align*}
\sigma\left(9 \pi_{\Lambda}(A)\right) & =\left(\alpha_{L \backslash \Lambda} \sigma\right)(B)=\int\left(\alpha_{L \backslash \Lambda} \sigma\right)(d \eta) \sum_{\eta_{\Lambda} \in \Omega_{\Lambda}} \mu_{(\Lambda) \eta}\left\{\eta_{\Lambda}\right\} A\left(\eta_{\Lambda} \vee \eta\right) \\
& =\sum_{\eta_{\Lambda} \in \Omega_{\Lambda}} \int \sigma_{(L \backslash \Lambda) \eta_{\Lambda}}(d \eta) A\left(\eta_{\Lambda} \vee \eta\right)=\sigma(A) \tag{1.26}
\end{align*}
$$

(Conversely if the state $\sigma$ is such that $\sigma\left(9 \pi_{\Lambda} A\right)=\sigma(A)$ for all $\Lambda$ and $A$, then $\sigma$ is a Gibbs state.)

Suppose that, for each $A, \mathfrak{N r}_{\Lambda} A$ tends in $\mathcal{C}$ to a constant $c$ when $\Lambda \rightarrow L$ (i.e. given $\epsilon>0$ there exists $\Delta$ finite such that $\left\|\operatorname{Mr}_{\Lambda}(A)-c\right\|<\epsilon$ if $\Lambda \supset \Delta$ ). Let then $\sigma, \sigma^{\prime} \in K_{\Phi^{\prime}}$; we have

$$
\sigma(A)=\lim _{\Lambda \rightarrow L} \sigma\left(9 \pi_{\Lambda}(A)\right)=\lim _{\Lambda \rightarrow L} \sigma^{\prime}\left(9 \pi_{\Lambda}(A)\right)=\sigma^{\prime}(A)
$$

and therefore $K_{\Phi}$ consists of a single point.
Suppose now that $9 \pi_{\Lambda} A$ does not tend to a constant limit. We assume, as we may, that $A=B \circ \alpha_{\Lambda} \in \mathcal{C}_{\Lambda}$ for some $\Lambda$. We can find sequences $\left(M_{n}\right),\left(M_{n}^{\prime}\right)$ and $\xi_{n}, \xi_{n}^{\prime} \in \Omega$ such that $M_{n} \rightarrow L, M_{n}^{\prime} \rightarrow L$ and

$$
\lim _{n \rightarrow \infty}\left(\operatorname{Mr}_{M_{n}}(A)\right)\left(\xi_{n}\right) \neq \lim _{n \rightarrow \infty}\left(\operatorname{Tr}_{M_{n}^{\prime}}(A)\right)\left(\xi_{n}^{\prime}\right)
$$

But this means

$$
\lim _{n \rightarrow \infty} \mu_{\left(M_{n}\right) \eta_{n}}\left(B \circ \alpha_{\Lambda M_{n}}\right) \neq \lim _{n \rightarrow \infty} \mu_{\left(M_{n}^{\prime}\right) \eta_{n}^{\prime}}\left(B \circ \alpha_{\Lambda M_{n}}\right),
$$

where $\eta_{n}=\xi_{n}\left|\left(L \backslash M_{n}\right), \eta_{n}^{\prime}=\xi_{n}^{\prime}\right|\left(L \backslash M_{n}^{\prime}\right)$. Therefore $K_{\Phi}$ consists of more than one point.

### 1.13 Theorem (characterization of unique Gibbs states)

Let $\sigma \in K_{\Phi}$; then we have the implications $\left(\mathrm{A}^{\prime}\right) \Leftrightarrow\left(\mathrm{B}^{\prime}\right) \Rightarrow\left(\mathrm{C}^{\prime}\right)$.
( $\left.\mathrm{A}^{\prime}\right) K_{\Phi}=\{\rho\}$.
( $\left.\mathrm{B}^{\prime}\right)$ For all $A \in \mathcal{C}, \mathfrak{M r}_{\Lambda} A$ tends in $\mathcal{C}$ to a constant when $\Lambda \rightarrow L$.
( $\mathrm{C}^{\prime}$ ) For all $A \in \mathcal{C}$ there exists $\Lambda$ finite $\subset L$ such that

$$
\left(0 \leqslant B \in \mathfrak{C}_{M}, \quad M \cap \Lambda=\emptyset\right) \Rightarrow|\sigma(A B)-\sigma(A) \sigma(B)| \leqslant \sigma(B)
$$

Furthermore $\left(\mathrm{C}^{\prime}\right) \Rightarrow\left(\mathrm{B}^{\prime}\right)$ if $\operatorname{supp} \sigma=\Omega$.
Notice that $\left(\mathrm{C}^{\prime}\right)$ is a cluster property stronger than $(\mathrm{C})$ of Section 1.10.

We have shown in Section 1.12 that $\left(\mathrm{A}^{\prime}\right) \Leftrightarrow\left(\mathrm{B}^{\prime}\right)$. If $\left(\mathrm{B}^{\prime}\right)$ holds and $A$ is given we can choose $\Lambda$ such that

$$
\left|9 \mathbb{K}_{\Lambda} A-\sigma(A)\right| \leqslant 1 ;
$$

hence if $B \in \mathcal{C}_{M}, M \cap \Lambda=\emptyset$, then

$$
\sigma(A B)=\sigma\left(9 \pi_{\Lambda}(A B)\right)=\sigma\left(\left(9 \pi_{\Lambda} A\right) \cdot B\right)
$$

and if $B \geqslant 0$,

$$
|\sigma(A B)-\sigma(A) \sigma(B)|=\left|\sigma\left(\left(9 r_{\Lambda} A-\sigma(A)\right) B\right)\right| \leqslant \sigma(B)
$$

Thus $\left(\mathrm{B}^{\prime}\right) \Rightarrow\left(\mathrm{C}^{\prime}\right)$.
We prove now that $\left(\mathrm{C}^{\prime}\right) \Rightarrow\left(\mathrm{B}^{\prime}\right)$ if supp $\sigma=\Omega$. Suppose that $\left(\mathrm{B}^{\prime}\right)$ does not hold. Then there exist $A$ and sequences $\left(\Lambda_{n}\right),\left(\xi_{n}\right)$ such that $\Lambda_{n} \rightarrow L$ and $\left(\Re_{\Lambda_{n}} A\right)\left(\xi_{n}\right) \rightarrow c \neq \sigma(A)$. By changing $A$ we can assume that $c-\sigma(A)=4$. By continuity of $9_{\Lambda_{n}} A$ we can find $M_{n}$ such that $M_{n} \cap \Lambda_{n}=\emptyset$ and $\left|\left(9 \bigwedge_{\Lambda_{n}} A\right)(\eta)-\left(9 \Pi_{\Lambda_{n}} A\right)\left(\xi_{n}\right)\right|<1$ if $\eta\left|M_{n}=\xi_{n}\right| M_{n}$. Let $B_{n}$ be the characteristic function of $\left\{\eta \in \Omega: \eta\left|M_{n}=\xi_{n}\right| M_{n}\right\}$; then for sufficiently large $n$

$$
\left(9 \Vdash_{\Lambda_{n}} A\right)(\eta)>\sigma(A)+2 \quad \text { if } \quad B_{n}(\eta) \neq 0
$$

Therefore

$$
\sigma\left(A B_{n}\right)=\sigma(\overbrace{\Lambda_{n}}\left(A B_{n}\right))=\sigma\left(\left(9 \Pi_{\Lambda_{n}} A\right) \cdot B_{n}\right) \geqslant(\sigma(A)+2) \sigma\left(B_{n}\right) ;
$$

hence

$$
\left|\sigma\left(A B_{n}\right)-\sigma(A) \sigma\left(B_{n}\right)\right| \geqslant 2 \sigma\left(B_{n}\right)
$$

This contradicts $\left(\mathrm{C}^{\prime}\right)$ because $\sigma\left(B_{n}\right)>0$ by our assumption supp $\sigma=\Omega$.

### 1.14 Remark

Suppose that $\Omega$ has the following property.
(D*) For all $\xi, \eta \in \Omega$ and $\Lambda$ finite $\subset L$, there exists a finite $M \subset L$, and $\zeta \in \Omega$ such that

$$
\zeta|\Lambda=\xi| \Lambda, \quad \zeta|(L \backslash M)=\eta|(L \backslash M)
$$

(in other words, for all $\eta \in \Omega$, the set $\sum_{\eta}=\{\zeta \in \Omega: \exists M$ finite and $\zeta \mid(L \backslash M)=$ $\eta \mid(L \backslash M)\}$ is dense in $\Omega)$.

Then, for every Gibbs state $\sigma$, supp $\sigma=\Omega$ (this follows readily from the definition (1.14) of Gibbs states). The conditions ( $\mathrm{A}^{\prime}$ ), ( $\left.\mathrm{B}^{\prime}\right),\left(\mathrm{C}^{\prime}\right)$ of Theorem 1.13 are then all equivalent.

## Notes

The important notion of Gibbs state was introduced by Dobrushin [1], [2], [3] (and rediscovered by Lanford and Ruelle [1]). Gibbs states are probability measures for which certain conditional probabilities are prescribed (Theorem 1.8). Equivalently they are probability measures satisfying a certain set of equations (14) sometimes called the DLR equations. In this chapter, we largely follow Dobrushin, with a slightly more general framework and some additions: the simplex property and the notion of algebra at infinity (Lanford and Ruelle [1]), the $9 \pi_{\Lambda}$ operators (Ledrappier [1]).

## Exercises

1. If $\Omega=\prod_{x \in L} \Omega_{x}$ (F) empty) and $\Phi \mid \Omega_{\Lambda}=0$ for $|\Lambda|>1$, there is only one Gibbs state: $\sigma=\prod_{x \in L} \sigma_{(\{x\})}$.
2. Show that the set of thermodynamic limits of $\left(\mu_{(\Lambda) \eta_{L \backslash \Lambda}}\right)$ - see Theorem 1.9(b) - is closed, and contains all the extremal points of $K_{\Phi}$. [The second point, first noted by Georgii [2], follows easily from Milman's theorem: see Appendix A.3.5.]
3. Two distinct pure Gibbs states are disjoint [i.e. mutually singular] measures on $\Omega$. (See Appendix A.5.5.)
4. Let $\Phi, \Psi$ be interactions and $\sigma \in K_{\Phi}$.
(a) For finite $\Lambda \subset L$, and $\xi \in \Omega_{\Lambda}$, define

$$
\begin{aligned}
\mu_{(\Lambda)}^{*}\{\xi\} & =Z^{*-1} \exp \left[-U_{\Lambda}^{\Psi}(\xi)\right] \cdot\left(\alpha_{\Lambda} \sigma\right)\{\xi\}, \\
Z^{*} & =\left(\alpha_{\Lambda} \sigma\right)\left(\exp \left[-U_{\Lambda}^{\Psi}\right]\right) .
\end{aligned}
$$

Prove that any thermodynamic limit of $\left(\mu_{(\Lambda)}^{*}\right)$ belongs to $K_{\Phi+\Psi}$.
(b) Using (a), show that when $\Lambda \rightarrow L$, any limit of

$$
Z^{*-1} \exp \left[-U_{\Lambda}^{\Psi}(\zeta \mid \Lambda)\right] \cdot \sigma(d \zeta)
$$

belongs to $K_{\Phi+\Psi}$.
(c) Find analogues of (a) and (b) where $U_{\Lambda}$ is replaced by $U_{\Lambda}+W_{\Lambda, L \backslash \Lambda}$. [Caution: the denominator $Z^{*}$ must be different from zero.]

## 2

## Gibbs states: complements

In this chapter we study how interactions and Gibbs states transform under maps.

### 2.1 Morphisms of lattice systems

We shall call the object $\left(L,\left(\Omega_{x}\right)_{x \in L},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$ introduced in Chapter 1 a lattice system. To this lattice system we have associated a configuration space $\Omega$ defined in Section 1.1. Let $\Omega^{\prime}$ be similarly the configuration space of the lattice system $\left(L^{\prime},\left(\Omega_{x^{\prime}}^{\prime}\right)_{x^{\prime} \in L^{\prime}},\left(\bar{\Omega}_{\Lambda^{\prime}}^{\prime}\right)_{\Lambda^{\prime} \in \epsilon^{\prime} \mathcal{F}^{\prime}}\right)$. Suppose now that the family $\left(F_{x}\right)_{x \in L}$ has the following properties.
(M1) $F_{x}$ is a map $\Omega_{M(x)}^{\prime} \mapsto \Omega_{x}$ where $M(x)$ is a finite subset of $L^{\prime}$.
(M2) The family $(M(x))_{x \in L}$ is locally finite (i.e., $\left\{x: x^{\prime} \in M(x)\right\}$ is finite for each $x^{\prime} \in L^{\prime}$ ).
(M3) If $\xi^{\prime} \in \Omega^{\prime} \cup\{M(x): x \in X\}$ then $\left(F_{x}\left(\xi^{\prime} \mid M(x)\right)\right)_{x \in X}$ is an element $F X \xi^{\prime}$ of $\Omega X$ whenever $X \subset L$.

It suffices to check (M3) for $X \in \mathcal{F}$.
A continuous map $F: \Omega^{\prime} \mapsto \Omega$ is defined by

$$
\left(F \xi^{\prime}\right)_{x}=F_{x}\left(\xi^{\prime} \mid M(x)\right)
$$

Let $\sum_{\xi} \subset \Omega$ consist of those $\eta$ such that $\eta_{x}=\xi_{x}$ except for finitely many $x \in L$, and similarly for $\sum_{\xi^{\prime}}^{\prime} \subset \Omega^{\prime}$. Then $F$ maps $\sum_{\xi}^{\prime}$ into $\sum_{F \xi^{\prime}}$. We say that $F$ is a morphism, from $\left(L^{\prime},\left(\Omega_{x^{\prime}}^{\prime}\right)_{x^{\prime} \in L^{\prime}},\left(\bar{\Omega}_{\Lambda^{\prime}}^{\prime}\right)_{\Lambda^{\prime} \in \mathcal{F}^{\prime}}\right)$ to $\left(L,\left(\Omega_{x}\right)_{x \in L},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$, if it satisfies
(M4) $F$ restricted to $\sum_{\xi^{\prime}}^{\prime}$ is a bijection to $\sum_{F \xi^{\prime}}$ for each $\xi^{\prime} \in \Omega^{\prime}$.
Notice that distinct families $\left(F_{x}\right)_{x \in L}$ may define the same map $F$, and therefore the same morphism. It is readily verified that the identity map of
$\Omega$ is a morphism (identity morphism) and that composition of two morphisms yields another morphism (Exercise 1). Suppose that $F^{\prime}$ is a morphism from $\left(L,\left(\Omega_{x}\right)_{x \in L},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$ to $\left(L^{\prime},\left(\Omega_{x^{\prime}}^{\prime}\right)_{x^{\prime} \in L^{\prime}},\left(\bar{\Omega}_{\Lambda^{\prime}}^{\prime}\right)_{\Lambda^{\prime} \in \mathcal{F}^{\prime}}\right)$, and that $F F^{\prime}$ and $F^{\prime} F$ are the identity maps on $\Omega$ and $\Omega^{\prime}$ respectively; then $F$ is called an isomorphism.

### 2.2 Example

Suppose that the lattice system $\left(L^{\prime},\left(\Omega_{x^{\prime}}^{\prime}\right)_{x^{\prime} \in L^{\prime}},\left(\bar{\Omega}_{\Lambda^{\prime}}\right)_{\Lambda^{\prime} \in \mathcal{F}^{\prime}}\right)$ is given. Let $(M(x))_{x \in L}$ be a partition of $L^{\prime}$ into finite subsets. Define $\Omega_{x}=\Omega_{M(x)}^{\prime}$ and $F_{x}: \Omega_{M(x)}^{\prime} \mapsto \Omega_{x}$ be the identity. We take $\Lambda \in \mathcal{F}$ if there exists $\Lambda^{\prime} \in \mathcal{F}^{\prime}$ such that $\Lambda^{\prime} \cap M(x) \neq \emptyset$ for all $x \in \Lambda$, we may then define $\bar{\Omega}_{\Lambda}=\left\{\left(\xi^{\prime} \mid M(x)\right)_{x \in \Lambda}\right.$ : $\left.\xi^{\prime} \in \Omega_{\cup\{M(x): x \in \Lambda\}}^{\prime}\right\}$. It is easily seen that $\left(F_{x}\right)_{x \in L}$ defines a morphism $F$ from $\left(L^{\prime},\left(\Omega_{x^{\prime}}^{\prime}\right)_{x^{\prime} \in L^{\prime}},\left(\bar{\Omega}_{\Lambda^{\prime}}^{\prime}\right)_{\Lambda^{\prime} \in \mathcal{F}^{\prime}}\right)$ to $\left(L,\left(\Omega_{x}\right)_{x \in L},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$, and in fact an isomorphism.

### 2.3 The interaction $F^{*} \Phi$

Let $F$ be a morphism defined by a family $\left(F_{x}\right)_{x \in L}$ as in Section 2.1. Given an interaction $\Phi$ for $\left(L,\left(\Omega_{x}\right)_{x \in L},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$, we introduce an interaction $F^{*} \Phi$ for $\left(L^{\prime},\left(\Omega_{x^{\prime}}^{\prime}\right)_{x^{\prime} \in L^{\prime}},\left(\bar{\Omega}_{\Lambda^{\prime}}^{\prime}\right)_{\Lambda^{\prime} \in \mathcal{F}^{\prime}}\right)$ by

$$
\left(F^{*} \Phi\right)\left(\xi^{\prime}\right)=\sum_{X: \cup\{M(x): x \in X\}=X^{\prime}} \Phi\left(F_{x} \xi^{\prime}\right) \quad \text { if } \quad \xi^{\prime} \in \Omega_{X^{\prime}}
$$

The sum is finite because of (M2). Furthermore, using (M3),

$$
\begin{aligned}
\left\|F^{*} \Phi\right\|_{x^{\prime}} & =\sum_{X^{\prime} \ni x^{\prime}} \sup _{\xi^{\prime} \in \Omega_{x^{\prime}}^{\prime}}\left|\left(F^{*} \Phi\right)\left(\xi^{\prime}\right)\right| \\
& \leqslant \sum_{X: \cup\{M(x): x \in X\}=X^{\prime}} \sup _{\xi^{\prime} \in \Omega_{X^{\prime}}^{\prime}}\left|\Phi\left(F_{X} \xi^{\prime}\right)\right| \\
& =\sum_{X: \cup\{M(x): x \in X\} \ni x^{\prime}} \sup _{\xi^{\prime} \in \Omega_{X^{\prime}}^{\prime}}\left|\Phi\left(F_{X} \xi^{\prime}\right)\right| \\
& \leqslant \sum_{X: X \cap\left\{x: x^{\prime} \in M(x)\right\} \neq \emptyset} \sup _{\xi \in \Omega_{X}}|\Phi(\xi)| \\
& \leqslant \sum_{x: x^{\prime} \in M(x)}\|\Phi\|_{x} .
\end{aligned}
$$

Notice that $F^{*} \Phi$ depends on $\left(F_{x}\right)_{x \in L}$ and not only on the morphism $F$.

### 2.4 Lemma

The conditional probabilities $\mu_{\left(\Lambda^{\prime}\right) \xi_{L \backslash \Lambda^{\prime}}^{\prime}}^{F^{* \Phi}}\left\{\xi_{\Lambda^{\prime}}^{\prime}\right\}$ depend only on the morphism $F$, and not otherwise on $\left(F_{x}\right)_{x \in L}$.

We have

$$
\begin{equation*}
\mu_{F^{* \Phi}\left(\Lambda^{\prime}\right) \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}}\left\{\xi_{\Lambda^{\prime}}^{\prime}\right\}=\frac{\exp \left[-U_{\Lambda^{\prime}}\left(\xi_{\Lambda^{\prime}}^{\prime}\right)-W_{\Lambda^{\prime}, L^{\prime} \backslash \Lambda^{\prime}}\left(\xi_{\Lambda^{\prime}}^{\prime} \vee \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}\right)\right]}{\sum_{\eta_{\Lambda^{\prime}}^{\prime} \in \Omega_{\Lambda^{\prime}}^{\prime}} \exp \left[-U_{\Lambda^{\prime}}\left(\eta_{\Lambda^{\prime}}^{\prime}\right)-W_{\Lambda^{\prime}, L^{\prime} \backslash \Lambda^{\prime}}\left(\eta_{\Lambda^{\prime}}^{\prime} \vee \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}\right)\right]}, \tag{2.1}
\end{equation*}
$$

where $U, W$ are computed from the interaction $F^{*} \Phi$. Thus

$$
\begin{gather*}
\exp \left[-U_{\Lambda^{\prime}}\left(\eta_{\Lambda^{\prime}}^{\prime}\right)-W_{\Lambda^{\prime}, L^{\prime} \backslash \Lambda^{\prime}}\left(\eta_{\Lambda^{\prime}}^{\prime} \vee \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}\right)\right] \\
=\exp \left[-\sum_{X^{\prime}: X^{\prime} \cap \Lambda^{\prime} \neq \emptyset X: \cup\{M(x): x \in X\}=X^{\prime}} \Phi\left(F_{X}\left(\left(\eta_{\Lambda^{\prime}}^{\prime} \vee \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}\right) \mid X^{\prime}\right)\right)\right] \\
\left.=\exp \left[-\sum_{X: \cup\{M(x): x \in X\} \cap \Lambda^{\prime} \neq \emptyset} \Phi\left(F\left(\eta_{\Lambda^{\prime}}^{\prime} \vee \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}\right) \mid X\right)\right)\right] \\
=\prod_{X: \cup\{M(x): x \in X\} \cap \Lambda^{\prime} \neq \emptyset} \exp \left[-\Phi\left(F\left(\eta_{\Lambda^{\prime}}^{\prime} \vee \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}\right) \mid X\right)\right] \tag{2.2}
\end{gather*}
$$

Another choice of $\left(F_{x}\right)_{x \in L}$ would give the same expression apart from a change in the sets $M(x)$; (2.1) would however remain the same due to cancellations between numerator and denominator.

### 2.5 Proposition

If $\sigma^{\prime}$ is a Gibbs state on $\Omega^{\prime}$ for the interaction $F^{*} \Phi$, then $F \sigma^{\prime}$ is a Gibbs state on $\Omega$ for the interaction $\Phi$.

Let $\xi^{\prime} \in \Omega^{\prime}, \xi=F \xi^{\prime} \in \Omega$, and let $\Lambda, \Lambda^{\prime}$ be finite subsets of $L, L^{\prime}$ respectively. We write

$$
\xi_{\Lambda}=\xi\left|\Lambda, \quad \xi_{L \backslash \Lambda}=\xi\right|(L \backslash \Lambda), \quad \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}=\xi^{\prime} \mid\left(L^{\prime} \backslash \Lambda^{\prime}\right)
$$

In view of (M4) there is, for given $\Lambda$ and sufficiently large $\Lambda^{\prime}$, a bijection $f$ from

$$
A=\left\{\eta_{\Lambda} \in \Omega_{\Lambda}: \eta_{\Lambda} \vee \xi_{L \backslash \Lambda} \text { is defined }\right\}
$$

to

$$
\left\{\eta_{\Lambda^{\prime}}^{\prime} \in \Omega_{\Lambda^{\prime}}^{\prime}: \eta_{\Lambda^{\prime}}^{\prime} \vee \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime} \text { is defined and } F\left(\eta_{\Lambda^{\prime}}^{\prime} \vee \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}\right) \mid(L \backslash \Lambda)=\xi_{L \backslash \Lambda}\right\}
$$

such that

$$
\begin{equation*}
F\left(\left(f \eta_{\Lambda}\right) \vee \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}\right)=\eta_{\Lambda} \vee \xi_{L \backslash \Lambda .} \tag{2.3}
\end{equation*}
$$

Let now $P$ be the conditional probability with respect to $\sigma^{\prime}\left(d \eta^{\prime}\right)$ that $\left(F \eta^{\prime}\right) \mid \Lambda=\xi_{\Lambda}$, knowing that $\eta^{\prime} \mid\left(L^{\prime} \backslash \Lambda^{\prime}\right)=\xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}$ and that $\left(F \eta^{\prime}\right) \mid(L \backslash \Lambda)=$ $\xi_{L \backslash \Lambda^{\prime}}$. We have, since $\sigma^{\prime}$ is a Gibbs state,

$$
\begin{aligned}
P & =\frac{\mu_{\left(\Lambda^{\prime}\right) \xi_{L^{\prime} \backslash \Lambda^{\prime}}}^{F^{*} \Phi_{\Lambda}}\left\{f \xi_{\Lambda}\right\}}{\sum_{\eta_{\Lambda} \in A} \mu_{\left(\Lambda^{\prime}\right) \xi \xi_{L^{\prime} \backslash \Lambda^{\prime}}}^{F^{*}}\left\{f \eta_{\Lambda}\right\}} \\
& =\frac{\exp \left[-U_{\Lambda^{\prime}}\left(f \xi_{\Lambda}\right)-W_{\Lambda^{\prime}, L^{\prime} \backslash \Lambda^{\prime}}\left(\left(f \xi_{\Lambda}\right) \vee \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}\right)\right]}{\sum_{\eta_{\Lambda} \in A} \exp \left[-U_{\Lambda^{\prime}}\left(f \eta_{\Lambda}\right)-W_{\Lambda^{\prime}, L^{\prime} \backslash \Lambda^{\prime}}\left(\left(f \eta_{\Lambda}\right) \vee \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}\right)\right]} .
\end{aligned}
$$

Using (2.2) and (2.3), this is

$$
P=\frac{\prod_{X: \cup\{M(x): x \in X\} \cap \Lambda^{\prime} \neq \emptyset} \exp \left[-\Phi\left(\xi_{\Lambda} \vee \xi_{L \backslash \Lambda} \mid X\right)\right]}{\sum_{\eta_{\Lambda} \in A X: \cup\{M(x): x \in X\} \cap \Lambda^{\prime} \neq \emptyset} \exp \left[-\Phi\left(\eta_{\Lambda} \vee \xi_{L \backslash \Lambda} \mid X\right)\right]}
$$

the factors with $X \cap \Lambda=\emptyset$ are the same in the numerator and denominator. Therefore

$$
P=\frac{\exp \left[-\sum_{X: X \cap \Lambda \neq \emptyset} \Phi\left(\xi_{\Lambda} \vee \xi_{L \backslash \Lambda} \mid X\right)\right]}{\sum_{\eta_{\Lambda} \in \Omega_{\Lambda}} \exp \left[-\sum_{X: X \cap \Lambda \neq \emptyset} \Phi\left(\eta_{\Lambda} \vee \xi_{L \backslash \Lambda} \mid X\right)\right]}=\mu_{(\Lambda) \xi_{L \backslash \Lambda}}^{\Phi}\left\{\xi_{\Lambda}\right\}
$$

This does not depend on $\xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}$, and therefore the conditional probability with respect to $\sigma^{\prime}\left(d \eta^{\prime}\right)$ that $\left(F \eta^{\prime}\right) \mid \Lambda=\xi_{\Lambda}$, knowing that $\left(F \eta^{\prime}\right) \mid(L \backslash \Lambda)=\xi_{L \backslash \Lambda}$, is again $\mu_{(\Lambda) \xi_{L \backslash \Lambda}}^{\Phi}\left\{\xi_{\Lambda}\right\}$. This is then also the conditional probability with respect to $\left(F \sigma^{\prime}\right)(d \eta)$ that $\eta \mid \Lambda=\xi_{\Lambda}$, knowing that $\eta \mid(L \backslash \Lambda)=\xi_{L \backslash \Lambda}$. Therefore $F \sigma^{\prime}$ is a Gibbs state for the interaction $\Phi$.

### 2.6 Remarks

If $F \circ F^{\prime}$ is the morphism obtained by composing two morphisms $F, F^{\prime}$, it is easily seen (Exercise 1) that

$$
\begin{equation*}
\left(F \circ F^{\prime}\right)^{*}=F^{\prime *} F^{*} \tag{2.4}
\end{equation*}
$$

when $F \circ F^{\prime}$ is defined by a suitable family $\left(\tilde{F}_{x}\right)_{x \in L}$.
If $I$ is the identity morphism of $\left(L,\left(\Omega_{x}\right)_{x \in L},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$ and $\Phi$ is an interaction, Lemma 2.4 shows that $\Phi$ and $I^{*} \Phi$ define the same conditional
probabilities:

$$
\begin{equation*}
\mu_{(\Lambda) \xi_{L \backslash \Lambda}}^{I^{*} \Phi}\left\{\xi_{\Lambda}\right\}=\mu_{(\Lambda) \xi_{L \backslash \Lambda}}^{\Phi}\left\{\xi_{\Lambda}\right\} \tag{2.5}
\end{equation*}
$$

and have therefore the same Gibbs states.
If $F: \Omega^{\prime} \mapsto \Omega$ is an isomorphism, $F$ is a bijection of the set of Gibbs states for $F^{*} \Phi$ on $\Omega^{\prime}$ to the set of Gibbs states for $\Phi$ on $\Omega$. This follows from Proposition 2.5 and from (2.4), (2.5).

### 2.7 Systems of conditional probabilities

For every finite $\Lambda \subset L$, we write

$$
\Omega_{L \backslash \Lambda}^{*}=\left\{\xi:\left(\exists \xi^{*} \in \Omega\right) \xi=\xi^{*} \mid(L \backslash \Lambda)\right\} .
$$

This set is closed in $\Omega_{L \backslash \Lambda}$ (see Section 1.5). The conditional probabilities $\mu_{(\Lambda) \xi_{L \backslash \Lambda}}\left\{\xi_{\Lambda}\right\}$ for all allowed interactions $\Phi$ (i.e. $\|\Phi\|_{x}<+\infty$ for all $x$ - see Section 1.2) satisfy the following conditions.
(a) If $\xi_{L \backslash \Lambda} \in \Omega_{L \backslash \Lambda}^{*}$ and $\xi_{\Lambda} \in \Omega_{\Lambda}$, then $\mu_{(\Lambda) \xi_{L \Lambda \Lambda}}\left\{\xi_{\Lambda}\right\} \geqslant 0$ and $\sum_{\eta_{\Lambda} \in \Omega_{\Lambda}}$ $\mu_{(\Lambda) \xi_{L \backslash \Lambda}}\left\{\eta_{\Lambda}\right\}=1$. Furthermore $\mu_{(\Lambda) \xi_{L \backslash \Lambda}}\left\{\xi_{\Lambda}\right\}>0$ if and only if $\xi_{\Lambda} \vee \xi_{L \backslash \Lambda} \in$ $\Omega$.
(b) If $\xi_{\Lambda} \in \Omega_{\Lambda}$, the real function $\xi_{L \backslash \Lambda} \mapsto \mu_{(\Lambda) \xi_{L \backslash \Lambda}}\left\{\xi_{\Lambda}\right\}$ on $\Omega_{L \backslash \Lambda}^{*}$ is continuous.
(c) Let $\Lambda \subset M, \xi_{\Lambda} \in \Omega_{\Lambda}, \xi_{M \backslash \Lambda} \in \Omega_{L \backslash \Lambda}, \xi_{L \backslash M} \in \Omega_{L \backslash M}$, and $\xi_{\Lambda} \vee \xi_{M \backslash \Lambda} \vee$ $\xi_{L \backslash M} \in \Omega$; then

$$
\begin{aligned}
\mu_{(\Lambda) \xi_{M \backslash \Lambda} \vee \xi_{L \backslash M}}\left\{\xi_{\Lambda}\right\} & \times \sum_{\eta \in \Omega_{\Lambda}} \mu_{(M) \xi_{L \backslash M}}\left\{\eta \vee \xi_{M \backslash \Lambda}\right\} \\
& =\mu_{(M) \xi_{L \backslash M}}\left\{\xi_{\Lambda} \vee \xi_{M \backslash \Lambda}\right\} .
\end{aligned}
$$

(a) and (b) follow from Section 1.5; (c) agrees with the interpretation of the $\mu_{(\Lambda) \xi_{L \backslash \Lambda}}\left\{\xi_{\Lambda}\right\}$ as conditional probabilities and can be checked by direct computation.

A family $\left(\mu_{(\Lambda) \xi_{L \Lambda \Lambda}}\right)$ satisfying (a), (b), (c) will be called a system of conditional probabilities. The main part of the theory developed till now with interactions applies with trivial modifications to systems of conditional probabilities.

The definition of Gibbs states (Section 1.5) is unchanged. We now want to show that any thermodynamic limit of the $\mu_{(\Lambda) \xi_{L \backslash \Lambda}}$ (with $\xi_{L \backslash \Lambda} \in \Omega_{L \backslash \Lambda}^{*}$ ) is a

Gibbs state. Let $\Lambda \subset M \subset N \subset L$. The conditional probability with respect to $\alpha_{M N} \mu_{(N) \xi_{L \backslash N}}$ that $\eta \mid \Lambda=\xi_{\Lambda}$, knowing that $\eta \mid(M \backslash \Lambda)=\xi_{M \backslash \Lambda}$, is

$$
\begin{aligned}
P & =\frac{\alpha_{M N} \mu_{(N) \xi_{L \backslash N}}\left\{\xi_{\Lambda} \vee \xi_{M \backslash \Lambda}\right\}}{\sum_{\eta_{\Lambda} \in \Omega_{\Lambda}} \alpha_{M N} \mu_{(N) \xi_{L \backslash N}}\left\{\eta_{\Lambda} \vee \xi_{M \backslash \Lambda}\right\}} \\
& =\frac{\sum_{\eta_{N \backslash M}} \mu_{(N) \xi_{L \backslash N}}\left\{\xi_{\Lambda} \vee \xi_{M \backslash \Lambda} \vee \eta_{N \backslash M}\right\}}{\sum_{\eta_{\Lambda}} \sum_{\eta_{N \backslash M}} \mu_{(N) \xi_{L \backslash N}}\left\{\eta_{\Lambda} \vee \xi_{M \backslash \Lambda} \vee \eta_{N \backslash M}\right\}}
\end{aligned}
$$

If this expression is ambiguous we can define it in an arbitrary manner. Using (c) we get

$$
\begin{aligned}
P= & \sum_{\eta_{N \backslash M}} \mu_{((N \backslash M) \cup \Lambda) \xi_{M \backslash \Lambda} \vee \xi_{L \backslash N}}\left\{\xi_{\Lambda} \vee \eta_{N \backslash M}\right\} \\
= & \sum_{\eta_{N \backslash M}} \mu_{(\Lambda) \xi_{M \backslash \Lambda} \vee \eta_{N \backslash M} \vee \xi_{L \backslash N}}\left\{\xi_{\Lambda}\right\} \\
& \times \sum_{\eta_{\Lambda}} \mu_{((N \backslash M) \cup \Lambda) \xi_{M \backslash \Lambda} \vee \xi_{L \backslash N}}\left\{\eta_{\Lambda} \vee \eta_{N \backslash M}\right\} .
\end{aligned}
$$

Therefore, using (a), $P$ is the average over $\eta_{N \backslash M}$, with respect to some weight, of

$$
\mu_{(\Lambda) \xi_{M \backslash \Lambda} \vee \eta_{N \backslash M} \vee \xi_{L \backslash N}}\left\{\xi_{\Lambda}\right\} .
$$

In view of the continuity property (b), the oscillation of this quantity with respect to $\eta_{N \backslash M} \vee \xi_{L \backslash N}$ tends to zero uniformly when $M \rightarrow \infty$.

From this it follows that a thermodynamic limit of $\left(\mu_{(\Lambda) \eta_{L \backslash \Lambda}}\right)$ is a Gibbs state.

### 2.8 Properties of Gibbs states

The proofs of the results of Chapter 1, from Theorem 1.8 on, remain applicable with obvious changes in the present situation. More explicitly, Theorem 1.8 and parts (b), (c), (d) of Theorem 1.9 hold for systems of conditional probabilities. The characterization of pure Gibbs states (Theorem 1.11) and of unique Gibbs states (Theorem 1.13, Remark 1.14) remain valid.

Let a morphism $F$ be defined as in Section 2.1, and $\left(\mu_{(\Lambda) \xi_{L \backslash \Lambda}}\right)$ be a system of conditional probabilities for $\left(L,\left(\Omega_{x}\right)_{x \in L},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$. We now introduce a system $\left(F^{*} \mu_{\left(\Lambda^{\prime}\right) \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}}\right)$ on $\left(L^{\prime},\left(\Omega_{x^{\prime}}^{\prime}\right)_{x^{\prime} \in L^{\prime}},\left(\bar{\Omega}_{\Lambda^{\prime}}^{\prime}\right)_{\Lambda^{\prime} \in \mathcal{F}^{\prime}}\right)$.

For finite $\Lambda^{\prime} \subset L^{\prime}$ and $\xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime} \in \Omega_{L^{\prime} \backslash \Lambda^{\prime}}^{*}$, let $\Lambda=\left\{x \in L: M(x) \cap \Lambda^{\prime} \neq \emptyset\right\}$. Then, by the properties of a morphism,

$$
F\left(\eta_{\Lambda^{\prime}}^{\prime} \vee \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}\right)=F_{\Lambda}\left(\eta_{\Lambda^{\prime}}^{\prime} \vee \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}\right) \vee \xi_{L \backslash \Lambda}
$$

for some fixed $\xi_{L \backslash \Lambda} \in \Omega_{L \backslash \Lambda}^{*}$, whenever $\eta_{\Lambda^{\prime}}^{\prime} \vee \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime} \in \Omega^{\prime}$. We define

$$
F^{*} \mu_{\left(\Lambda^{\prime}\right) \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}}\left\{\xi_{\Lambda^{\prime}}^{\prime}\right\}=\frac{\mu_{(\Lambda) \xi_{L \backslash \Lambda}}\left\{F_{\Lambda}\left(\xi_{\Lambda^{\prime}}^{\prime} \vee \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}\right)\right\}}{\sum_{\eta_{\Lambda^{\prime}}^{\prime} \in \Omega_{\Lambda^{\prime}}^{\prime}} \mu_{(\Lambda) \xi_{L \backslash \Lambda}}\left\{F_{\Lambda}\left(\eta_{\Lambda^{\prime}}^{\prime} \vee \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}\right)\right\}}
$$

The family $\left(F^{*} \mu_{\left(\Lambda^{\prime}\right) \xi_{L^{\prime} \Lambda^{\prime}}^{\prime}}\right)$ is a system of conditional probabilities on $\left(L^{\prime},\left(\Omega_{x^{\prime}}^{\prime}\right)_{x^{\prime} \in L^{\prime}},\left(\bar{\Omega}_{\Lambda^{\prime}}^{\prime}\right)_{\Lambda^{\prime} \in \mathscr{Y}^{\prime}}\right)$. Notice that, by (2.1) and (2.2), if $\Phi$ is an interaction,

$$
F^{*} \mu_{\left(\Lambda^{\prime}\right) \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}}^{\Phi}=\mu_{\left(\Lambda^{\prime}\right) \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}}^{F^{*} \Phi} .
$$

It is not hard to see that Proposition 2.5 and Remarks 2.6 apply to systems of conditional probabilities (consider $\left(F^{*} \mu_{\left(\Lambda^{\prime}\right) \xi_{L^{\prime} \backslash \Lambda^{\prime}}^{\prime}}\right)$ instead of $F^{*} \Phi$ ).

### 2.9 Remark

The interest in considering systems of conditional probabilities rather than interactions is on the one hand that they are a priori more general, and on the other that they behave better under morphisms. Indeed, if $F$ is a morphism, $F^{*}$ is uniquely defined on systems of conditional probabilities, but not on interactions. Furthermore, on systems of conditional probabilities, morphisms act functorially in the sense that $\left(F \circ F^{\prime}\right)^{*}=F^{*} F^{*}$, and that $I^{*}$ is the identity if $I$ is the identity morphism.

Systems of conditional probabilities are however not always the natural objects to consider*, and it is always convenient to have interactions at one's disposal.

## Notes

This chapter is of a somewhat formal nature; it is an attempt at removing the arbitrariness present in the choice of $L,\left(\Omega_{x}\right)_{x \in L},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}$ and the interactions $\Phi$ of Chapter 1. This is done by introducing an isomorphism notion between "lattice systems" $\left(L,\left(\Omega_{x}\right)_{x \in L},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$, and by associating with each interaction a "system of conditional probabilities." One can define not only isomorphisms of lattice systems but - more interestingly - morphisms. These morphisms transport systems of conditional probabilities contravariantly, and Gibbs states

[^6]covariantly. Morphisms can be used to formalize some procedures commonly used in statistical mechanics.*

For the notion of system of conditional probabilities, see Sullivan [1]; the rest of this chapter is largely original.

## Exercises

1. Let $F, F^{\prime}$ be morphisms

$$
\begin{gathered}
F:\left(L^{\prime},\left(\Omega_{x^{\prime}}^{\prime}\right)_{x^{\prime} \in L^{\prime}},\left(\bar{\Omega}_{\Lambda^{\prime}}^{\prime}\right)_{\Lambda^{\prime} \in \mathcal{F}^{\prime}}\right) \mapsto\left(L,\left(\Omega_{x}\right)_{x \in L},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right), \\
F^{\prime}:\left(L^{\prime \prime},\left(\Omega_{x^{\prime \prime}}^{\prime \prime}\right)_{x^{\prime \prime} \in L^{\prime \prime}},\left({\overline{\Omega^{\prime \prime}}}_{\prime \prime \prime}^{\prime \prime}\right)_{\Lambda^{\prime \prime} \in \mathcal{F}^{\prime \prime}}\right) \mapsto\left(L^{\prime},\left(\Omega_{x^{\prime}}^{\prime}\right)_{x^{\prime} \in L^{\prime}},\left(\bar{\Omega}_{\Lambda^{\prime}}^{\prime}\right)_{\Lambda^{\prime} \in \mathcal{F}^{\prime}}\right)
\end{gathered}
$$

defined by families $\left(F_{x}\right)_{x \in L},\left(F_{x^{\prime}}^{\prime}\right)_{x^{\prime} \in L^{\prime}}$ with $F_{x}: \Omega_{M(x)}^{\prime} \mapsto \Omega_{x}$ and $F_{x^{\prime}}^{\prime}$ : $\Omega_{M^{\prime}\left(x^{\prime}\right)}^{\prime \prime} \mapsto \Omega_{x^{\prime}}^{\prime}$. Let $\tilde{M}(x)=\cup\left\{M^{\prime}\left(x^{\prime}\right): x^{\prime} \in M(x)\right\}$ and $\tilde{F}_{x}: \Omega_{\tilde{M}(x)}^{\prime \prime} \mapsto \Omega_{x}$ be such that $\tilde{F}\left(\xi^{\prime \prime}\right)=F_{x}\left(F_{M(x)}^{\prime} \xi^{\prime \prime}\right)$.

Check that the map $\tilde{F}=F \circ F^{\prime}$ is a morphism defined by the family $\left(\tilde{F}_{x}\right)_{x \in L}$. Check that $\tilde{F}^{*} \Phi=F^{*} F^{*} \Phi$ where $F^{*}, F^{*}, \tilde{F}^{*}$ are defined by the families $\left(F_{x}\right),\left(F_{x^{\prime}}^{\prime}\right),\left(\tilde{F}_{x}\right)$ respectively.
2. If we suppress the condition that $\mu_{(\Lambda) \xi_{L \backslash \Lambda}}\left\{\xi_{\Lambda}\right\}>0$ when $\xi_{\Lambda} \vee \xi_{L \backslash \Lambda} \in \Omega$ in Section 2.7(a), we obtain a more general notion of systems of conditional probabilities. Check that the properties listed in the first paragraph of Section 2.8 (except Remark 1.14) remain valid.
3. Let a system of conditional probabilities $\left(\mu_{(\Lambda) \xi_{L \backslash \Lambda}}\right)$ be given. Whenever $\xi, \eta \in$ $\Omega$ and there exists $\Lambda$ finite such that $\xi|(L \backslash \Lambda)=\eta|(L \backslash \Lambda)$, define

$$
\begin{equation*}
V(\xi, \eta)=\log \mu_{(\Lambda) \xi \mid(L \backslash \Lambda)}\{\xi \mid \Lambda\}-\log \mu_{(\Lambda) \xi \mid(L \backslash \Lambda)}\{\eta \mid \Lambda\} . \tag{*}
\end{equation*}
$$

Check that this definition does not depend on the choice of $\Lambda$, and that the following properties hold:
(a) $V$ is a real function on $\{(\xi, \eta) \in \Omega \times \Omega: \xi|(L \backslash \Lambda)=\eta|(L \backslash \Lambda)$ for some finite $\Lambda\}$.
(b) If $\xi_{\Lambda}, \eta_{\Lambda} \in \Omega_{\Lambda}$, the function $\xi_{L \backslash \Lambda} \mapsto V\left(\xi_{\Lambda} \vee \xi_{L \backslash \Lambda}, \eta_{\Lambda} \vee \xi_{L \backslash \Lambda}\right.$ is continuous on $\left\{\xi_{L \backslash \Lambda} \in \Omega_{L \backslash \Lambda}: \xi_{\Lambda} \vee \xi_{L \backslash \Lambda} \in \Omega\right.$ and $\left.\eta_{\Lambda} \vee \xi_{L \backslash \Lambda} \in \Omega\right\}$.
(c) $V(\xi, \eta)+V(\eta, \zeta)+V(\zeta, \xi)=0$ whenever the left-hand side is defined.

Check that $(*)$ establishes a one-to-one correspondence between systems of conditional probabilities and objects $V$ satisfying (a), (b), (c). These

[^7]objects form a linear space. Check that the natural action of $F^{*}$ on the $V$ 's is linear ( $F$ : a morphism).
4. Consider two lattice systems, with configuration spaces $\Omega$ and $\Omega^{\prime}$; let $\Phi, \Phi^{\prime}$ be interactions for them. Give natural definitions of sum and product of the two lattice systems: these are lattice systems with configuration spaces $\Omega^{*}=$ $\Omega \cup \Omega^{\prime}$ (disjoint union) and $\Omega^{* *}=\Omega \times \Omega^{\prime}$ (product) respectively. Define also sum and product of $\Phi$ and $\Phi^{\prime}$.
(a) Show that the injection $\Omega \mapsto \Omega^{*}$ is a morphism.
(b) Show that if $\sigma, \sigma^{\prime}$ are Gibbs states for $\Phi$ and $\Phi^{\prime}$, then $\sigma \otimes \sigma^{\prime}$ is a Gibbs state for $\Phi \times \Phi^{\prime}$.
[To define the sum $\left(L^{*},\left(\Omega_{x}^{*}\right)_{x \in L^{*}},\left(\bar{\Omega}_{\Lambda}^{*}\right)_{\Lambda \in \mathscr{Y}^{*}}\right)$, use an arbitrary identification of the countable infinite sets $L$ and $L^{\prime}$, and take $L^{*}=L=L^{\prime}, \Omega_{x}^{*}=\Omega_{x} \cup \Omega_{x}^{\prime}$. Choose $\left(\bar{\Omega}_{\Lambda}^{*}\right)_{\Lambda \in \mathscr{F}^{*}}$ so that $\xi \in \Omega^{*}$ only if $\xi \in \Omega$ or $\xi \in \Omega^{\prime}$. To define the product, let $L^{* *}=L \cup L^{\prime}$ (disjoint union).]

## 3

## Translation invariance. Theory of equilibrium states

In this chapter we assume invariance under translations, and we develop the theory of equilibrium states and of the pressure. General results on phase transitions are also obtained.

### 3.1 Translation invariance

The theory of Gibbs states has very interesting developments when invariance under a "sufficiently large" symmetry group $G$ is assumed. We shall take $G=$ $\mathbf{Z}^{v}, v \geqslant 1$, but remark that other groups may be of interest. ${ }^{*}$ In the present chapter we shall not consider Gibbs states, but develop instead the theory of equilibrium states. The relation between Gibbs states and equilibrium states will be discussed in Chapter 4.

We take $L=\mathbf{Z}^{\nu}$ and let $G=\mathbf{Z}^{\nu}$ act on $L$ by translations

$$
(a, x) \mapsto a+x
$$

Furthermore we take $\Omega_{x}=\Omega_{o}$ for all $x \in \mathbf{Z}^{\nu}$, so that $\Pi_{x \in \mathbf{Z}^{\nu}} \Omega_{x}=\left(\Omega_{o}\right)^{\mathbf{Z}^{v}}$. For all $S \subset L$, define maps $\tau^{a}: \Pi_{x \in S} \Omega_{x} \mapsto \Pi_{x \in S-a} \Omega_{x}$ by

$$
\left(\tau^{a} \xi\right)_{x}=\xi_{x+a}
$$

In this chapter we do not introduce the family $\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}$ of Chapter 1, and simply assume that $\Omega \subset \Pi_{x \in \mathbf{Z}^{\nu}} \Omega_{x}$ and $\Omega_{\Lambda} \subset \Pi_{x \in \Lambda} \Omega_{x}$ (for $\Lambda$ finite $\subset \mathbf{Z}^{\nu}$ ) are defined such that
(a) $\Omega_{\Lambda-a}=\tau^{a} \Omega_{\Lambda}$.
(b) $\Omega_{\Lambda} \supset \Omega_{M} \mid \Lambda$ if $\Lambda \subset M$.
(c) $\Omega \neq \emptyset$, and $\xi \in \Omega$ if and only if $\xi \mid \Lambda \subset \Omega_{\Lambda}$ for all $\Lambda$.

[^8]As far as $\Omega$ is concerned these conditions amount to assuming that $\Omega$ is an arbitrary non-empty closed $\tau$-invariant subset of $\Pi_{x \in \mathbf{Z}^{v}} \Omega_{x}$.

We let $\alpha_{\Lambda}, \alpha_{\Lambda M}, \mathfrak{C}, \mathfrak{C}_{\Lambda}$ be as in Chapter 1. Notice that the $\tau^{a}$ are homeomorphisms of the compact set $\Omega$. For each $a$, an automorphism of the algebra $\mathcal{C}$ is defined by $A \mapsto A \circ \tau^{a}$. This automorphism is an isometry and maps $\mathfrak{C}_{\Lambda}$ onto $\mathcal{C}_{\Lambda+a}$.

An interaction $\Phi$ is (translation) invariant if it satisfies

$$
\begin{equation*}
\Phi\left(\tau^{a} \xi\right)=\Phi(\xi) \tag{3.1}
\end{equation*}
$$

for all $a \in \mathbf{Z}^{\nu}, \xi \in \Omega_{\Lambda}, \Lambda$ finite $\subset \mathbf{Z}^{\nu}$. These interactions form a Banach space $\mathfrak{a}$ with respect to the norm

$$
\begin{equation*}
|\Phi|=\sum_{X \ni O} \frac{1}{|X|} \sup _{\xi \in \Omega_{x}}|\Phi(\xi)| . \tag{3.2}
\end{equation*}
$$

We shall use the dense linear space $\mathfrak{C}_{o} \subset \mathfrak{A}$ consisting of finite range interactions; $\Phi$ is a finite range interaction if there exists $\Delta$ finite such that $\Phi(\xi \mid X)=0$ unless $X-x \subset \Delta$ whenever $x \in X$.

In the present setup we may give $L=\mathbf{Z}^{\nu}$ the physical interpretation of a $\nu$ dimensional crystal lattice. The assumed group invariance is that under lattice translations.

### 3.2 The function $A_{\Phi}$

For each interaction $\Phi \in \mathbb{C}$ we now introduce a continuous function $A_{\Phi}$ on $\Omega$. We want $A_{\Phi} \in \mathcal{C}$ to be so defined that $-A_{\Phi}(\xi)$ can be physically interpreted as the contribution of one lattice site (say 0 ) to the energy in the configuration $\xi$. This is achieved by writing

$$
A_{\Phi}(\xi)=-\sum_{X \ni 0} \frac{1}{|X|} \Phi(\xi \mid X)
$$

Other definitions are possible, however, with the same physical interpretation and giving the same value to $\sigma\left(A_{\Phi}\right)$ when $\sigma$ is an invariant state (see Section 3.5 below). We could thus take

$$
\begin{equation*}
A_{\Phi}(\xi)=-\sum_{X}^{*} \Phi(\xi \mid X) \tag{3.3}
\end{equation*}
$$

where $\sum^{*}$ extends over those $X$ such that, if $X$ is lexicographically ordered, 0 is its first element (or 0 is its last element). Lexicographic order is here any total order on $\mathbf{Z}^{v}$ which is compatible with the translations of $\mathbf{Z}^{v}$. We could also define $A_{\Phi}$ by (3.3) where $\sum^{*}$ extends over those $X$ such that 0 is the
$[(|X|+1) / 2]$ th element* ("middle element") of $X$ in lexicographic order. We shall use this last definition in what follows. It has the virtue that

$$
\left\{A_{\Phi}: \Phi \in \mathfrak{C}_{o}\right\}=\bigcup_{\Lambda \text { finite }} \mathfrak{e}_{\Lambda} \quad \text { and } \quad\left\{A_{\Phi}: \Phi \in \mathfrak{C}\right\}=\mathfrak{C}
$$

To see that each $A \in \mathcal{C}_{\Lambda}$ is of the form $A_{\Phi}$, choose $X$ such that $X \supset \Lambda$ and 0 is the $[(|X|+1) / 2]$ th element of $X$ (in lexicographic order). Define $\Phi(\xi \mid X)=-A(\xi)$ and $\Phi(\xi \mid Y)=0$ if $Y$ is not a translate of $X$. Then $|\Phi|=\|A\|$ and $A=A_{\Phi}$. For general $A \in \mathcal{C}$, we can write $A=\sum_{n} A_{n}$ where $A_{n} \in \mathcal{C}_{\Lambda_{n}}$ and $\sum_{n}\left\|A_{n}\right\|<+\infty$. Therefore if $\Phi_{n}$ is chosen as above, we have $A=A_{\Phi}$ with $\Phi=\sum_{n} \Phi_{n}$.

Notice that the map $\Phi \rightarrow A_{\Phi}$ is linear, and that

$$
\left\|A_{\Phi}\right\| \leqslant \sum_{X \ni 0} \frac{1}{|X|} \sup _{\xi \in \Omega_{X}}|\Phi(\xi)|=|\Phi| .
$$

More precisely

$$
\begin{equation*}
\|A\|=\inf \left\{|\Phi|: A=A_{\Phi}\right\} \tag{3.4}
\end{equation*}
$$

Thus we have a continuous linear map $\Phi \mapsto A_{\Phi}$ from $\mathfrak{C}$ onto $\mathcal{C}$.

### 3.3 Partition functions

Given $S \subset \mathbf{Z}^{v}$, we let

$$
\Omega_{S}^{*}=\left\{\xi:\left(\exists \xi^{*} \in \Omega\right) \xi=\xi^{*} \mid S\right\}
$$

If $\Lambda$ is finite and $\Phi \in \mathfrak{Q}$, we define the partition functions

$$
\begin{aligned}
Z_{\Lambda}^{\Phi} & =\sum_{\xi \in \Omega_{\Lambda}} \exp \left[-U_{\Lambda}^{\Phi}(\xi)\right] \\
Z_{\Lambda}^{* \Phi} & =\sum_{\xi \in \Omega_{\Lambda}^{*}} \exp \left[-U_{\Lambda}^{\Phi}(\xi)\right]
\end{aligned}
$$

If $A \in \mathcal{C}$ we define also

$$
Z_{\Lambda}^{*}(A)=\sum_{\xi \in \Omega_{\Lambda}^{*}} \exp \sum_{x \in \Lambda} A\left(\tau^{x} \xi^{*}\right)
$$

where, for each $\xi \in \Omega_{\Lambda}^{*}$, an arbitrary choice of $\xi^{*} \in \Omega$ has been made so that $\xi^{*} \mid \Lambda=\xi$.

[^9]Let $P_{\Lambda}^{\Phi}=|\Lambda|^{-1} \log Z_{\Lambda}^{\Phi}$, then

$$
\frac{d}{d t} P_{\Lambda}^{\Phi+t \Psi}=\left(Z_{\Lambda}^{\Phi+t \Psi}\right)^{-1} \sum_{\xi \in \Omega_{\Lambda}} \frac{-U_{\Lambda}^{\Psi}(\xi)}{|\Lambda|} \exp \left[-U_{\Lambda}^{\Phi+t \Psi}(\xi)\right]
$$

and therefore

$$
\begin{align*}
& \left.|\Lambda| \frac{d^{2}}{d t^{2}} P(\Phi+t \Psi)\right|_{t=0} \\
& \quad=\left(Z_{\Lambda}^{\Phi}\right)^{-2} \sum_{\xi \in \Omega_{\Lambda}} \sum_{\eta \in \Omega_{\Lambda}} \frac{1}{2}\left[U_{\Lambda}^{\Psi}(\xi)-U_{\Lambda}^{\Psi}(\eta)\right]^{2} \exp \left[-U_{\Lambda}^{\Phi}(\xi)-U_{\Lambda}^{\Phi}(\eta)\right] \\
& \quad \geqslant 0 \tag{3.5}
\end{align*}
$$

This proves that $\Phi \mapsto P_{\Lambda}^{\Phi}$ is convex. On the other hand

$$
\frac{d}{d t} P_{\Lambda}^{\Phi+t \Psi} \leqslant|\Psi|
$$

hence

$$
\begin{equation*}
\left|P_{\Lambda}^{\Phi}-P_{\Lambda}^{\Psi}\right| \leqslant \sup _{o \leqslant t \leqslant 1}\left|\frac{d}{d t} P^{\Phi+t(\Psi-\Phi)}\right| \leqslant|\Phi-\Psi| . \tag{3.6}
\end{equation*}
$$

Notice also that

$$
\begin{equation*}
-|\Phi| \leqslant P_{\Lambda}^{\Phi} \leqslant|\Phi|+\log \left|\Omega_{o}\right| . \tag{3.7}
\end{equation*}
$$

Properties similar to (3.5), (3.6), and (3.7) hold if $Z_{\Lambda}^{\Phi}$ is replaced by $Z_{\Lambda}^{* \Phi}$ or $Z_{\Lambda}^{*}(A)$. In particular let $P_{\Lambda}^{*}(A)=|\Lambda|^{-1} \log Z_{\Lambda}^{*}(A)$; then $A \mapsto P_{\Lambda}^{*}(A)$ is convex and

$$
\begin{equation*}
\left|P_{\Lambda}^{*}(A)-P_{\Lambda}^{*}(B)\right| \leqslant\|A-B\| \tag{3.8}
\end{equation*}
$$

where some fixed choice of the $\xi^{*} \in \Omega$ has been made in the definition of $Z_{\Lambda}^{*}$.

### 3.4 Theorem

Given $a_{1}, \ldots, a_{v}>0$, define

$$
\Lambda(a)=\left\{x \in \mathbf{Z}^{v}: 0 \leqslant x_{i}<a_{i}\right\}
$$

and write $a \rightarrow \infty$ for $a_{1}, \ldots, a_{v} \rightarrow+\infty$. If $\Phi \in \mathcal{Q}, A \in \mathfrak{C}$, the following limits exist:

$$
\begin{gather*}
P^{\Phi}=\lim _{a \rightarrow \infty}|\Lambda(a)|^{-1} \log Z_{\Lambda(a)}^{\Phi}=\lim _{a \rightarrow \infty}|\Lambda(a)|^{-1} \log Z_{\Lambda(a)}^{* \Phi}  \tag{3.9}\\
P(A)=\lim _{a \rightarrow \infty}|\Lambda(a)|^{-1} \log Z_{\Lambda(a)}^{*}(A) \tag{3.10}
\end{gather*}
$$

Furthermore $P^{\Phi}=P\left(A_{\Phi}\right)$. The function $P$, called the pressure, is convex and continuous on $\mathfrak{C}$; in fact

$$
\begin{equation*}
|P(A)-P(B)| \leqslant\|A-B\| . \tag{3.11}
\end{equation*}
$$

If $t \in \mathbf{R}$ we have also

$$
\begin{equation*}
P\left(A+B \circ \tau^{x}-B+t\right)=P(A)+t \tag{3.12}
\end{equation*}
$$

We shall see later that the thermodynamic limit $a \rightarrow \infty$ in (9), (10) can be replaced by a more general limit $\Lambda \uparrow \infty$ (Section 3.9 and Corollary 3.13). For further properties of $P$ see Section 6.8.

Let first $\Phi \in \mathbb{C}_{o}:$ if $\xi \in \Omega_{X}$ and $X-X \not \subset \Delta$, then $\Phi(\xi)=0$. If $\Lambda \subset M$ we have

$$
\begin{equation*}
Z_{M} \leqslant Z_{\Lambda}\left(\left|\Omega_{o}\right| e^{\|\Phi\|}\right)^{|M|-|\Lambda|} \tag{3.13}
\end{equation*}
$$

where

$$
\|\Phi\|=\sum_{X \ni 0} \sup _{\xi \in \Omega_{x}}|\Phi(\xi)|
$$

If $\Lambda_{1} \cap \Lambda_{2}=\emptyset$ we have also

$$
\begin{equation*}
Z_{\Lambda_{1} \cup \Lambda_{2}} \leqslant Z_{\Lambda_{1}} Z_{\Lambda_{2}} e^{N\left(\Lambda_{2}\right)\|\Phi\|} \tag{3.14}
\end{equation*}
$$

where $N\left(\Lambda_{2}\right)$ is the number of points $x \in \Lambda_{2}$ such that $x+\Delta \not \subset \Lambda_{2}$.
Let

$$
\begin{equation*}
P^{\Phi}=\liminf _{a \rightarrow \infty}|\Lambda(a)|^{-1} \log Z_{\Lambda(a)}^{\Phi} \tag{3.15}
\end{equation*}
$$

Given $\varepsilon>0$, we can choose $b$ such that

$$
\begin{aligned}
& \frac{N(\Lambda(b))}{|\Lambda(b)|}\|\Phi\|<\frac{\varepsilon}{2} \\
& |\Lambda(b)|^{-1} \log Z_{\Lambda(b)}^{\Phi}<P^{\Phi}+\frac{\varepsilon}{2} .
\end{aligned}
$$

Therefore if $a_{1}, \ldots, a_{v}$ are integral multiples of $b_{1}, \ldots, b_{\nu}$, use of (3.14) yields

$$
|\Lambda(a)|^{-1} \log Z_{\Lambda(a)}^{\Phi}<P^{\Phi}+\varepsilon
$$

It is then easy to conclude, using (3.13), that

$$
\begin{equation*}
\limsup _{a \rightarrow \infty}|\Lambda(a)|^{-1} \log Z_{\Lambda(a)}^{\Phi} \leqslant P^{\Phi} \tag{3.16}
\end{equation*}
$$

Therefore, by (3.15),

$$
\begin{equation*}
\lim _{a \rightarrow \infty}|\Lambda(a)|^{-1} \log Z_{\Lambda(a)}^{\Phi}=P^{\Phi} \tag{3.17}
\end{equation*}
$$

The case of general $\Phi \in \mathfrak{C}$ follows from the equicontinuity property (3.6).

Notice now that (3.14) may be replaced by

$$
\begin{equation*}
Z_{\Lambda_{1} \cup \Lambda_{2}} \leqslant \tilde{Z}_{\Lambda_{1}} \tilde{Z}_{\Lambda_{2}} e^{N\left(\Lambda_{2}\right)\|\Phi\|} \tag{3.18}
\end{equation*}
$$

where

$$
\begin{gathered}
\tilde{Z}_{\Lambda_{1}}=\sum_{\xi \in \tilde{\Omega}_{\Lambda_{1}}} \exp \left[-U_{\Lambda}(\xi)\right] \\
\tilde{\Omega}_{\Lambda_{1}}=\left\{\tilde{\xi} \mid \Lambda_{1}: \tilde{\xi} \in \Omega_{\Lambda_{1} \cup \Lambda_{2}}\right\}
\end{gathered}
$$

and similarly for $\tilde{Z}_{\Lambda_{2}}$. A generalization of (3.18) where $\Lambda_{1} \cup \Lambda_{2}$ is replaced by $\Lambda_{1} \cup \cdots \cup \Lambda_{n}$ is easily obtained. Taking $\Lambda_{1}, \ldots, \Lambda_{n}$ to be translates of $\Lambda(b)$ and $\Lambda_{1} \cup \cdots \cup \Lambda_{n}=\Lambda(a)$, we find

$$
\begin{equation*}
\lim _{a \rightarrow \infty}|\Lambda(a)|^{-1} \log Z_{\Lambda(a)} \leqslant|\Lambda(b)|^{-1} \log \tilde{Z}_{\Lambda(b)}+\frac{N(\Lambda(b))}{|\Lambda(b)|}\|\Phi\| \tag{3.19}
\end{equation*}
$$

where $\tilde{Z}_{\Lambda(b)}$ is now computed with

$$
\tilde{\Omega}_{\Lambda(b)}=\left\{\tilde{\xi} \mid \Lambda(b): \tilde{\xi} \in \Omega_{\Lambda(b)+\Delta}\right\}
$$

and $\Delta$ is any finite set containing 0 . [To see this notice that $\Lambda_{j}+\Delta \subset \Lambda(a)$ for most $j$ between 1 and $n$, when $a \rightarrow \infty$.] Since (3.19) holds for all $\Delta$, we also have

$$
P^{\Phi} \leqslant|\Lambda(b)|^{-1} \log Z_{\Lambda(b)}^{* \Phi}+\frac{N(\Lambda(b))}{|\Lambda(b)|}\|\Phi\|
$$

and since $Z_{\Lambda(b)}^{*} \leqslant Z_{\Lambda(b)}$, we obtain

$$
\lim _{a \rightarrow \infty}|\Lambda(a)|^{-1} \log Z_{\Lambda(a)}^{* \Phi}=P^{\Phi}
$$

concluding the proof of (3.9).
If $\xi^{*} \in \Omega$, (3.3) gives

$$
U_{\Lambda}^{\Phi}\left(\xi^{*} \mid \Lambda\right)+\sum_{x \in \Lambda} A_{\Phi}\left(\tau^{x} \xi^{*}\right)=\sum_{X \subset \Lambda} \Phi\left(\xi^{*} \mid X\right)-\sum_{x \in \Lambda} \sum_{X}^{*} \Phi\left(\xi^{*} \mid X+x\right)
$$

Therefore, if $\Phi \in \mathfrak{C}_{0}$,

$$
\left|U_{\Lambda}^{\Phi}\left(\xi^{*} \mid \Lambda\right)+\sum_{x \in \Lambda} A_{\Phi}\left(\tau^{x} \xi^{*}\right)\right| \leqslant N(\Lambda)|\Phi|
$$

and

$$
\lim _{a \rightarrow \infty}|\Lambda(a)|^{-1}\left[\log Z_{\Lambda(a)}^{* \Phi}-\log Z_{\Lambda(a)}^{*}\left(A_{\Phi}\right)\right]=0
$$

By the equicontinuity property (3.8) and the density of the $A_{\Phi}, \Phi \in \mathcal{Q}_{0}$, in $\mathcal{C}$ we obtain (3.10) and $P^{\Phi}=P\left(A_{\Phi}\right)$ for all $\Phi \in \mathfrak{a}$. The convexity of $P$ and
(3.11) follow from the corresponding properties of $P_{\Lambda}^{*}$. One checks readily the properties

$$
\begin{gathered}
\lim _{a \rightarrow \infty}\left[P_{\Lambda(a)}^{*}\left(A_{\Phi}+A_{\Psi} \circ \tau^{x}-A_{\Psi}\right)-P_{\Lambda(a)}^{*}\left(A_{\Phi}\right)\right]=0, \quad \Phi, \Psi \in \mathbb{C}_{0} \\
Z_{\Lambda(a)}^{*}(A+t)=e^{t|\Lambda|} Z_{\Lambda(a)}^{*}(A)
\end{gathered}
$$

from which (3.12) follows.

### 3.5 Invariant states

For each $a \in \mathbf{Z}^{\nu}$ a linear map $\tau^{a}$ in the space $\mathcal{C}^{*}$ of real measures on $\Omega$ is defined by

$$
\left(\tau^{a} \sigma\right)(A)=\sigma\left(A \circ \tau^{a}\right), \quad \sigma \in \mathbb{C}^{*}, \quad A \in \mathcal{C} .
$$

$\tau^{a}: \mathfrak{C}^{*} \mapsto \mathfrak{C}^{*}$ is continuous for the topology of $\mathfrak{C}^{*}$ as weak dual of $\mathcal{C}$ (vague topology) and maps the set $E$ of probability measures (states) onto itself. We let $I$ be the set of $\tau$-invariant states:

$$
I=\left\{\sigma \in E: \tau^{a} \sigma=\sigma \text { for all } a \in \mathbf{Z}^{\nu}\right\}
$$

We also say that these states are translation invariant states, or simply invariant states.

### 3.6 Proposition

The set I of invariant states is convex and compact; it is a Choquet simplex.

This is a general property of the set of probability measures invariant under a group of homeomorphisms of a compact set. It is readily seen that $I$ is convex and compact. If $\sigma$ is a $\tau$-invariant measure, then $|\sigma|$ is also $\tau$-invariant. From this it follows that $I$ is a simplex (see Appendix A.5.5).

The extremal points of $I$ are called ergodic states. The unique decomposition of an invariant state $\rho$ into ergodic states is called the ergodic decomposition; it is given by a probability measure $m_{\rho}$ on $I$ such that

$$
m_{\rho}\left(\hat{A}^{2}\right)=\lim _{\Lambda \nearrow \infty} \rho\left[\left(|\Lambda|^{-1} \sum_{x \in \Lambda} A \circ \tau^{x}\right)^{2}\right]
$$

where $\hat{A}$ is the function on $I$ defined by $\hat{A}(\sigma)=\sigma(A)$ (see Appendix A.5.6). An invariant state $\rho$ is thus ergodic if and only if, for all $A \in \mathcal{C}$,

$$
\lim _{\Lambda \nrightarrow \infty} \rho\left[\left(|\Lambda|^{-1} \sum_{x \in \Lambda} A \circ \tau^{x}\right)^{2}\right]=[\rho(A)]^{2}
$$

This is a weak cluster property. Its physical interpretation is discussed in Section 3.15 below.

### 3.7 Theorem

Given $A \in \mathcal{C}$, let $I_{A} \subset \mathfrak{C}^{*}$ be the set of measures $\sigma$ on $\Omega$ such that

$$
P(A+B) \geqslant P(A)+\sigma(B) \text { for all } B \in \mathcal{C} .
$$

(a) $\emptyset \neq I_{A} \subset I ; I_{A}$ is convex and compact. We shall see later that $I_{A}$ is a Choquet simplex and a face of I (Corollary 3.14).
(b) The set

$$
D=\left\{A \in \mathcal{C}: I_{A} \text { consists of a single point }\right\}
$$

is residual in C .
Let now $\mathfrak{X}$ be a separable Banach space and $\varphi: \mathfrak{C} \mapsto \mathcal{C}$ a continuous linear map such that $\varphi \mathfrak{C}$ is dense in $\mathcal{C}$.
(c) For $\Phi \in \mathfrak{X}$, define

$$
\begin{gathered}
I_{\Phi}^{\prime}=\left\{F \in \mathscr{C}^{*}: P \circ \varphi(\Phi+\Psi) \geqslant P \circ \varphi(\Phi)+F(\Psi) \text { for all } \Psi \in \mathscr{C}\right\}, \\
D^{\prime}=\left\{\Phi \in \mathscr{X}: I_{\Phi}^{\prime} \text { consists of a single point }\right\} .
\end{gathered}
$$

Then $I_{\Phi}^{\prime}=\left\{\sigma \circ \varphi: \sigma \in I_{\varphi \Phi}\right\}$, and $D^{\prime}=\varphi^{-1} D$ is residual in $\mathfrak{X}$.
(d) $I_{\varphi \Phi}$ is the closed convex hull of the set of $\rho$ such that

$$
\begin{aligned}
& \rho=\lim _{n \rightarrow \infty} \rho_{n}, \quad \rho_{n} \in I_{\varphi \Phi_{n}}, \\
& \lim _{n \rightarrow \infty}\left\|\Phi_{n}-\Phi\right\|=0, \quad \Phi_{n} \in \varphi^{-1} D .
\end{aligned}
$$

The elements of $I_{A}$ are called equilibrium states for $A$; the elements of $I_{A_{\Phi}}$ are the equilibrium states for the interaction $\Phi$.
$I_{A} \neq \emptyset$ and (b) hold for any convex continuous function $P$ on a separable Banach space (see Appendix A.3.6 and A.3.7). Therefore also the set $D^{\prime}$ is residual in $\mathfrak{X}$.

If $F \in I_{\Phi}^{\prime}$ we have, using (3.11),

$$
F(\Psi) \leqslant P \circ \varphi(\Phi+\Psi)-P \circ \varphi(\Phi) \leqslant\|\varphi \Psi\| ;
$$

hence, replacing $\Psi$ by $-\Psi$, we obtain $|F(\Psi)| \leqslant\|\varphi \Psi\|$, or

$$
\begin{equation*}
\sup _{\|\varphi \Psi\| \leqslant 1}|F(\Psi)| \leqslant 1 \tag{3.20}
\end{equation*}
$$

and there exists $\sigma \in \mathcal{C}^{*}$ such that $F=\sigma \circ \varphi$. By the density of $\varphi \mathfrak{X}$ in $\mathfrak{C}, \sigma$ is unique, and $\sigma \in I_{\varphi \Phi}$. Thus $I_{\Phi}^{\prime} \subset\left\{\sigma \circ \varphi: \sigma \in I_{\varphi \Phi}\right\}$ and therefore $I_{\Phi}^{\prime}=\{\sigma \circ \varphi$ : $\left.\sigma \in I_{\varphi \Phi}\right\}$. In particular $I_{\Phi}^{\prime}$ consists of a single point if and only if $I_{\varphi \Phi}$ does (use the density of $\varphi \mathfrak{C}$ in $\mathcal{C}$ ) : $D^{\prime}=\varphi^{-1} D$. Since we know that $D^{\prime}$ is residual, (c) is proved.

To prove (a), we already know that $I_{A} \neq \emptyset$ and, taking $\mathscr{C}=\mathcal{C}$ in (3.20), that $\|\sigma\| \leqslant 1$ if $\sigma \in I_{A}$. We also have, by (3.12),

$$
\sigma(1)=-\sigma(-1) \geqslant-[P(A-1)-P(A)]=1
$$

But $\|\sigma\| \leqslant 1$ and $\sigma(1) \geqslant 1$ imply $\sigma \geqslant 0$ and $\|\sigma\|=1$, i.e., $\sigma \in E$. Furthermore, by (3.12) again,

$$
\begin{aligned}
0 & =P\left(A+B \circ \tau^{x}-B\right)-P(A) \geqslant \sigma\left(B \circ \tau^{x}-B\right) \\
& \geqslant-\left[P\left(A-B \circ \tau^{x}+B\right)-P(A)\right]=0,
\end{aligned}
$$

so that $\sigma \in I$. Thus $I_{A} \subset I$. Clearly $I_{A}$ is convex and compact, concluding the proof of (a).

Let $\rho, \rho_{n}, \Phi, \Phi_{n}$ be as in (d). We have

$$
P\left(\varphi \Phi_{n}+B\right) \geqslant P\left(\varphi \Phi_{n}\right)+\rho_{n}(B)
$$

for all $B \in \mathfrak{C}$; hence

$$
P(\varphi \Phi+B) \geqslant P(\varphi \Phi)+\rho(B)
$$

showing that $\rho \in I_{\varphi \Phi}$.
Suppose now that $\sigma \in I_{\varphi \Phi}$ were not in the closed convex hull of those $\rho$. By the separation theorem for compact sets (see Appendix A.3.3(c)) there would then exist $\Psi \in \mathscr{X}$ such that

$$
\sup _{\sigma \in I_{\varphi \Phi}} \sigma(\varphi \Psi)>\sup _{\rho} \rho(\varphi \Psi) .
$$

Let $\Phi_{n}=\Phi+(1 / n) \Psi+X_{n}$, where $\left\|X_{n}\right\|<1 / n^{2}$ and $\Phi_{n} \in \varphi^{-1} D$. Write $I_{\varphi \Phi_{n}}=\left\{\rho_{n}\right\}$. By the convexity of $P$ we have, if $\sigma \in I_{\varphi \Phi}$,

$$
\sigma\left(\varphi\left(\frac{1}{n} \Psi+X_{n}\right)\right) \leqslant \rho_{n}\left(\varphi\left(\frac{1}{n} \Psi+X_{n}\right)\right)
$$

hence

$$
\sigma(\varphi \Psi)-\frac{\|\varphi\|}{n} \leqslant \rho_{n}(\varphi \Psi)+\frac{\|\varphi\|}{n}
$$

and if $\rho$ is a limit point of $\rho_{n}$,

$$
\sigma(\varphi \Psi) \leqslant \rho(\varphi \Psi)
$$

contradicting our assumption on $\Psi$. This concludes the proof of (d), which could also be obtained from a general property of convex functions (see Appendix A.3.7).

### 3.8 Entropy

Given a probability measure $\sigma_{\Lambda}$ on $\Omega_{\Lambda}$ (for finite $\Lambda \subset \mathbf{Z}^{\nu}$ ) the corresponding entropy is defined by

$$
S\left(\sigma_{\Lambda}\right)=-\sum_{\xi \in \Omega_{\Lambda}} \sigma_{\Lambda}\{\xi\} \log \sigma_{\Lambda}\{\xi\}
$$

One checks readily that

$$
0 \leqslant S\left(\sigma_{\Lambda}\right) \leqslant|\Lambda| \log \left|\Omega_{0}\right|
$$

When $\Lambda=\emptyset$, the entropy vanishes.
If $\sigma_{\Lambda}^{\prime}$ is another probability measure, and $0<\alpha<1$, the following inequalities hold:

$$
\begin{align*}
& \alpha S\left(\sigma_{\Lambda}\right)+(1-\alpha) S\left(\sigma_{\Lambda}^{\prime}\right) \leqslant S\left(\alpha \sigma_{\Lambda}+(1-\alpha) \sigma_{\Lambda}^{\prime}\right) \\
& \quad \leqslant \alpha S\left(\sigma_{\Lambda}\right)+(1-\alpha) S\left(\sigma_{\Lambda}^{\prime}\right)+\log 2 \tag{3.21}
\end{align*}
$$

Writing $\sigma_{\xi}=\sigma_{\Lambda}\{\xi\}, \sigma_{\xi}^{\prime}=\sigma_{\Lambda}^{\prime}\{\xi\}$, we have indeed, using the convexity of $t \mapsto$ $t \log t$ and the monotonicity of the logarithm,

$$
\begin{aligned}
& -\sum_{\xi}\left[\alpha \sigma_{\xi} \log \sigma_{\xi}+(1-\alpha) \sigma_{\xi}^{\prime} \log \sigma_{\xi}^{\prime}\right] \\
\leqslant & -\sum_{\xi}\left[\alpha \sigma_{\xi}+(1-\alpha) \sigma_{\xi}^{\prime}\right] \log \left[\alpha \sigma_{\xi}+(1-\alpha) \sigma_{\xi}^{\prime}\right] \\
\leqslant & -\sum_{\xi}\left[\alpha \sigma_{\xi} \log \alpha \sigma_{\xi}+(1-\alpha) \sigma_{\xi}^{\prime} \log (1-\alpha) \sigma_{\xi}^{\prime}\right] \\
= & -\sum_{\xi}\left[\alpha \sigma_{\xi} \log \sigma_{\xi}+(1-\alpha) \sigma_{\xi}^{\prime} \log \sigma_{\xi}^{\prime}\right]-\alpha \log \alpha-(1-\alpha) \log (1-\alpha) \\
\leqslant & -\sum_{\xi}\left[\alpha \sigma_{\xi} \log \sigma_{\xi}+(1-\alpha) \sigma_{\xi}^{\prime} \log \sigma_{\xi}^{\prime}\right]+\log 2
\end{aligned}
$$

Let now $\sigma \in E$, then $S\left(\alpha_{\Lambda} \sigma\right)$ is an increasing function of $\Lambda$, and satisfies the strong subadditivity property

$$
\begin{equation*}
S\left(\alpha_{\Lambda_{1} \cup \Lambda_{2}} \sigma\right)+S\left(\alpha_{\Lambda_{1} \cap \Lambda_{2}} \sigma\right) \leqslant S\left(\alpha_{\Lambda_{1}} \sigma\right)+S\left(\alpha_{\Lambda_{2}} \sigma\right) \tag{3.22}
\end{equation*}
$$

The increase follows directly from the monotonicity of the logarithm. To prove (3.22) we shall use the inequality $-\log (1 / t) \leqslant t-1$. We have

$$
\begin{aligned}
& S\left(\alpha_{\Lambda_{1} \cup \Lambda_{2}} \sigma\right)+S\left(\alpha_{\Lambda_{1} \cap \Lambda_{2}} \sigma\right)-S\left(\alpha_{\Lambda_{1}} \sigma\right)-S\left(\alpha_{\Lambda_{2}} \sigma\right) \\
& \quad=-\sum_{\xi \in \Omega_{\Lambda_{1} \cap \Lambda_{2}}} \sum_{\xi^{\prime} \in \Omega_{\Lambda_{1} / \Lambda_{2}}} \sum_{\xi^{\prime \prime} \in \Omega_{\Lambda_{2} / \Lambda_{1}}} \sigma_{\xi \vee \xi^{\prime} \vee \xi^{\prime \prime}} \log \frac{\sigma_{\xi \vee \xi^{\prime} \vee \xi^{\prime \prime}} \sigma_{\xi}}{\sigma_{\xi \vee \xi^{\prime}} \sigma_{\xi \vee \xi^{\prime \prime}}} \\
& \quad \leqslant \sum_{\xi \xi^{\prime} \xi^{\prime \prime}} \sigma_{\xi \vee \xi^{\prime} \vee \xi^{\prime \prime}}\left[\frac{\sigma_{\xi \vee \xi^{\prime}} \sigma_{\xi \vee \xi^{\prime \prime}}}{\sigma_{\xi \vee \xi^{\prime} \vee \xi^{\prime \prime}} \sigma_{\xi}}-1\right] \\
& \quad=\sum_{\xi \xi^{\prime}} \frac{\sigma_{\xi \vee \xi^{\prime}}}{\sigma_{\xi}} \sum_{\xi^{\prime \prime}} \sigma_{\xi \vee \vee \xi^{\prime \prime}}-\sum_{\xi \xi^{\prime} \xi^{\prime \prime}} \sigma_{\xi \vee \xi^{\prime} \vee \xi^{\prime \prime}}=\sum_{\xi \xi^{\prime}} \sigma_{\xi \vee \xi^{\prime}}-1=0 .
\end{aligned}
$$

(To avoid undefined expressions one may, in the above calculation, first assume $\sigma_{\xi \vee \xi^{\prime} \vee \xi^{\prime \prime}}>0$ for all $\xi, \xi^{\prime}, \xi^{\prime \prime}$, and then take a limit.)

### 3.9 Infinite limit in the sense of van Hove

We say that the finite sets $\Lambda \subset \mathbf{Z}^{v}$ tend to infinity in the sense of van Hove (and we write $\Lambda \nearrow \infty)$ if $|\Lambda| \rightarrow \infty$ and, for each $a \in \mathbf{Z}^{v}$,

$$
\frac{|(\Lambda+a) / \Lambda|}{|\Lambda|} \rightarrow 0
$$

Roughly speaking this means that the "boundary of $\Lambda$ " becomes negligible in the limit as compared to $\Lambda$.

### 3.10 Theorem

If $\sigma \in I$, the following limit exists:

$$
s(\sigma)=\lim _{\Lambda \nearrow \infty}|\Lambda|^{-1} S\left(\alpha_{\Lambda} \sigma\right)=\inf _{\Lambda}|\Lambda|^{-1} S\left(\alpha_{\Lambda} \sigma\right)
$$

The function s, called the (mean) entropy, is $\geqslant 0$, affine, and upper semicontinuous on $I$.

If we take $\Lambda_{1}$ and $\Lambda_{2}$ disjoint, (3.22) becomes subadditivity:

$$
\begin{equation*}
S\left(\alpha_{\Lambda_{1} \cup \Lambda_{2}} \sigma\right) \leqslant S\left(\alpha_{\Lambda_{1}} \sigma\right)+S\left(\alpha_{\Lambda_{2}} \sigma\right) \tag{3.23}
\end{equation*}
$$

Assuming $\sigma \in I$, we have also

$$
\begin{equation*}
S\left(\alpha_{(\Lambda+x)} \sigma\right)=S\left(\alpha_{\Lambda} \sigma\right) \tag{3.24}
\end{equation*}
$$

Defining $\Lambda(a)$ as in Theorem 3.4, we let

$$
\begin{equation*}
s=\inf _{a}|\Lambda(a)|^{-1} S\left(\alpha_{\Lambda(a)} \sigma\right) \tag{3.25}
\end{equation*}
$$

and, given $\varepsilon>0$, choose $b$ such that

$$
|\Lambda(b)|^{-1} S\left(\alpha_{\Lambda(b)} \sigma\right) \leqslant s+\varepsilon
$$

If we translate $\Lambda(b)$ by elements of

$$
\mathbf{Z}^{v}(b)=\left\{x \in \mathbf{Z}^{v}: x_{i}=n_{i} b_{i}, n_{i} \in \mathbf{Z}^{v}, i=1, \ldots, v\right\}
$$

we obtain a partition of $\mathbf{Z}^{v}$. Let $\Lambda_{+}$be the union of those translates which have non-empty intersection with $\Lambda$. Then $\Lambda_{+} \supset \Lambda$ and $\left|\Lambda_{+}\right| /|\Lambda| \rightarrow 1$ when $\Lambda \nearrow \infty$. Since $S\left(\alpha_{\Lambda} \sigma\right)$ is an increasing function of $\Lambda$, and (3.23), (3.24) hold,

$$
\mathbf{S}\left(\alpha_{\Lambda} \sigma\right) \leqslant S\left(\alpha_{\Lambda_{+}} \sigma\right) \leqslant \frac{\left|\Lambda_{+}\right|}{|\Lambda(b)|} S\left(\alpha_{\Lambda(b)} \sigma\right) \leqslant\left|\Lambda_{+}\right|(s+\varepsilon)
$$

therefore

$$
\begin{equation*}
\limsup _{\Lambda \nearrow \infty}|\Lambda|^{-1} S\left(\alpha_{\Lambda} \sigma\right) \leqslant s+\varepsilon \tag{3.26}
\end{equation*}
$$

From (3.25) and (3.26) we obtain in particular

$$
\lim _{a \rightarrow \infty}|\Lambda(a)|^{-1} S\left(\alpha_{\Lambda(a)} \sigma\right)=s
$$

Strong subadditivity (3.22) shows that

$$
\begin{equation*}
S\left(\alpha_{\Lambda \cup\{x\}} \sigma\right)-S\left(\alpha_{\Lambda} \sigma\right) \geqslant S\left(\alpha_{\Lambda^{\prime} \cup\{x\}} \sigma\right)-S\left(\alpha_{\Lambda^{\prime}} \sigma\right) \tag{3.27}
\end{equation*}
$$

when $x \notin \Lambda^{\prime} \supset \Lambda$. This permits an estimate of the increase in the entropy for a set $\Lambda$ to which points are added successively in lexicographic order. In particular, if $\Lambda$ is fixed (up to translations) and one takes for $\Lambda^{\prime}$ the sets successively obtained in the lexicographic construction of a large $\Lambda(a)$, (3.27) holds for most $\Lambda^{\prime}$. Therefore

$$
S\left(\alpha_{\Lambda \cup\{x\}} \sigma\right)-S\left(\alpha_{\Lambda} \sigma\right) \geqslant \lim _{a \rightarrow \infty}|\Lambda(a)|^{-1} S\left(\alpha_{\Lambda(a)} \sigma\right)=s
$$

Hence

$$
S\left(\alpha_{\Lambda} \sigma\right) \geqslant|\Lambda| s
$$

for all $\Lambda$. From this and (3.26) we get

$$
\lim _{\Lambda \nearrow \infty}|\Lambda|^{-1} S\left(\alpha_{\Lambda} \sigma\right)=\inf _{\Lambda}|\Lambda|^{-1} S\left(\alpha_{\Lambda} \sigma\right)=s
$$

proving the first part of the theorem.

Since $S \geqslant 0$, we also have $s \geqslant 0$. That $s$ is affine follows from (3.21). Finally $s$ is upper semicontinuous as the inf of the continuous functions $\sigma \mapsto|\Lambda|^{-1} S\left(\alpha_{\Lambda} \sigma\right)$.

### 3.11 Lemma

If $E_{\Lambda}$ is the set of all probability measures on $\Omega_{\Lambda}$, then

$$
\log Z_{\Lambda}^{\Phi}=\max _{\sigma_{\Lambda} \in E_{\Lambda}}\left[S\left(\sigma_{\Lambda}\right)-\sigma_{\Lambda}\left(U_{\Lambda}^{\Phi}\right)\right]
$$

We have indeed, by the concavity of the logarithm,

$$
S\left(\sigma_{\Lambda}\right)-\sigma_{\Lambda}\left(U_{\Lambda}^{\Phi}\right)=\sum_{\xi \in \Omega_{\Lambda}} \sigma_{\Lambda}\{\xi\} \log \frac{e^{-U_{A}(\xi)}}{\sigma_{\Lambda}\{\xi\}} \leqslant \log \sum_{\xi \in \Omega_{\Lambda}} e^{-U_{\Lambda}(\xi)}
$$

and equality holds if $\sigma_{\Lambda}\{\xi\}=\left(Z_{\Lambda}^{\Phi}\right)^{-1} e^{-U_{\Lambda}(\xi)}=\mu_{(\Lambda)}\{\xi\}$.
The following theorem gives a version of this variational principle in the thermodynamic limit $\Lambda \nearrow \infty$.

### 3.12 Theorem

For all $A \in \mathcal{C}$,

$$
\begin{equation*}
P(A)=\max _{\sigma \in I}[s(\sigma)+\sigma(A)] \tag{3.28}
\end{equation*}
$$

and the maximum is reached precisely on $I_{A}$. For all $\sigma \in I$,

$$
\begin{equation*}
s(\sigma)=\inf _{A \in \mathcal{C}}[P(A)-\sigma(A)] \tag{3.29}
\end{equation*}
$$

We first prove that

$$
\begin{equation*}
P(A)=\sup _{\sigma \in I}[s(\sigma)+\sigma(A)] \tag{3.30}
\end{equation*}
$$

when $A=A_{\Phi}, \Phi \in \mathcal{C}_{0}$. By Lemma 3.11 we have

$$
\begin{equation*}
P\left(A_{\Phi}\right) \geqslant s(\sigma)+\sigma\left(A_{\Phi}\right) \quad \text { for all } \quad \sigma \in I \tag{3.31}
\end{equation*}
$$

where we have used

$$
\begin{equation*}
\sigma\left(A_{\Phi}\right)=-\lim _{a \rightarrow \infty}|\Lambda(a)|^{-1}\left(\alpha_{\Lambda(a)} \sigma\right)\left(U_{\Lambda(a)}^{\Phi}\right) \tag{3.32}
\end{equation*}
$$

Using the Gibbs ensembles $\mu_{(\Lambda)}$ for the interaction $\Phi$, we now define

$$
\rho_{\Lambda, n}\{\xi\}=\left|\Lambda\left(a_{n}\right)\right|^{-1} \sum_{x: \Lambda+x \subset \Lambda\left(a_{n}\right)}\left(\alpha_{\Lambda+x} \mu_{\left(\Lambda\left(a_{n}\right)\right)}\right)\left\{\tau^{-x} \xi\right\}
$$

It is readily seen that the sequence $\left(a_{n}\right)$ can be chosen such that $a_{n} \rightarrow \infty$ and the following limit exists for each finite $\Lambda \subset \mathbf{Z}^{\nu}$ :

$$
\begin{equation*}
\rho_{\Lambda}=\lim _{n \rightarrow \infty} \rho_{\Lambda, n} \tag{3.33}
\end{equation*}
$$

The unique state $\rho$ such that $\rho_{\Lambda}=\alpha_{\Lambda} \rho$ for all $\Lambda$ then belongs to $I$, and we have

$$
\begin{align*}
s(\rho) & =\lim _{b \rightarrow \infty}|\Lambda(b)|^{-1} S\left(\rho_{\Lambda(b)}\right) \\
& =-\lim _{b \rightarrow \infty} \lim _{n \rightarrow \infty}|\Lambda(b)|^{-1} \sum_{\xi \in \Omega_{\Lambda(b)}} \rho_{\Lambda(b), n}\{\xi\} \log \rho_{\Lambda(b), n}\{\xi\} \\
& \geqslant \limsup _{b \rightarrow \infty} \limsup _{n \rightarrow \infty}|\Lambda(b)|^{-1}\left|\Lambda\left(a_{n}\right)\right|^{-1} \sum_{x: \Lambda(b)+x \subset \Lambda\left(a_{n}\right)} S\left(\alpha_{\Lambda(b)+x} \mu_{\left.\left(\Lambda\left(a_{n}\right)\right)\right)}\right. \\
& \geqslant \limsup _{n \rightarrow \infty}\left|\Lambda\left(a_{n}\right)\right|^{-1} S\left(\mu_{\left.\left(\Lambda\left(a_{n}\right)\right)\right) .}\right. \tag{3.34}
\end{align*}
$$

[In the last step we used (3.23) and the fact that $\Lambda\left(a_{n}\right)$ can be written in $|\Lambda(b)|$ ways as a union of translates of $\Lambda(b)$ plus $k_{n}$ points where $k_{n} /\left|\Lambda\left(a_{n}\right)\right| \rightarrow 0$ when $n \rightarrow \infty$.] From (3.34) we obtain

$$
\begin{align*}
s(\rho)+\rho\left(A_{\Phi}\right) & \geqslant \lim _{n \rightarrow \infty}\left|\Lambda\left(a_{n}\right)\right|^{-1} \sum_{\xi \in \Omega_{\Lambda\left(a_{n}\right)}} \mu_{\left(\Lambda\left(a_{n}\right)\right)}\{\xi\} \log \frac{\exp \left[-U_{\Lambda\left(a_{n}\right)}^{\Phi}(\xi)\right]}{\mu_{\left(\Lambda\left(a_{n}\right)\right)}\{\xi\}} \\
& =\lim _{n \rightarrow \infty}\left|\Lambda\left(a_{n}\right)\right|^{-1} \log Z_{\Lambda\left(a_{n}\right)}^{\Phi}=P\left(A_{\Phi}\right) \tag{3.35}
\end{align*}
$$

Equations (3.31) and (3.35) prove (3.30) when $A=A_{\Phi}, \Phi \in \mathfrak{C}_{0}$. But since both sides of (3.30) are continuous in $A$, this relation holds, by density, for all $A \in \mathcal{C}$. Furthermore, since $\sigma$ is upper semicontinuous, the sup is reached and (3.28) holds.

We want now to prove (3.29). We already know by (3.28) that

$$
s(\sigma) \leqslant P(A)-\sigma(A)
$$

and it remains to show that by proper choice of $A$ the right-hand side becomes as close as desired to $s(\sigma)$. Let

$$
C=\left\{(\sigma, t) \in \mathfrak{C}^{*} \times \mathbf{R}: \sigma \in I \text { and } 0 \leqslant t \leqslant s(\sigma)\right\}
$$

Since $s$ is affine upper semi-continuous, $C$ is convex and compact. Given $\rho \in I$ and $u>s(\rho)$, there exist (see Appendix A.3.3) $A \in \mathcal{C}$ and $c \in \mathbf{R}$ such that

$$
-\rho(A)+c=u
$$

and

$$
-\sigma(A)+c>s(\sigma) \quad \text { for all } \quad \sigma \in I
$$

hence

$$
-\sigma(A)+u+\rho(A)>s(\sigma)
$$

If $\sigma$ is chosen such that $P(A)=s(\sigma)+\sigma(A)$, we obtain

$$
\begin{aligned}
0 & \leqslant P(A)-s(\rho)-\rho(A) \\
& =s(\sigma)+\sigma(A)-s(\rho)-\rho(A) \\
& <u-s(\rho) .
\end{aligned}
$$

The right-hand side is arbitrarily small, and (3.29) follows.
The condition $\rho \in I_{A}$, i.e.

$$
P(A+B) \geqslant P(A)+\rho(B) \quad \text { for all } \quad B \in \mathcal{C}
$$

is equivalent to

$$
P(A+B)-\rho(A+B) \geqslant P(A)-\rho(A) \quad \text { for all } \quad B \in \mathcal{C}
$$

or to

$$
\inf _{C \in \mathcal{C}}[P(C)-\rho(C)] \geqslant P(A)-\rho(A)
$$

or by (3.29) to

$$
s(\rho) \geqslant P(A)-\rho(A)
$$

hence the max of (3.28) is reached precisely on $I_{A}$, concluding the proof of the theorem.

### 3.13 Corollary

The formulas

$$
\begin{align*}
P^{\Phi} & =\lim _{\Lambda \nearrow \infty}|\Lambda|^{-1} \log Z_{\Lambda}^{\Phi}=\lim _{\Lambda \nearrow \infty}|\Lambda|^{-1} \log Z_{\Lambda}^{* \Phi}  \tag{3.36}\\
P(A) & =\lim _{\Lambda \nearrow \infty}|\Lambda|^{-1} \log Z_{\Lambda}^{*}(A) \tag{3.37}
\end{align*}
$$

hold, generalizing (3.9) and (3.10).
We notice first that, if $\Phi \in \mathfrak{Q}_{0}$, the argument leading to (3.16) yields

$$
\limsup _{\Lambda \nearrow \infty}|\Lambda|^{-1} \log Z_{\Lambda}^{\Phi} \leqslant P^{\Phi}
$$

On the other hand Lemma 3.11 shows that, for all $\sigma \in I$,

$$
\liminf _{\Lambda \nearrow \infty}|\Lambda|^{-1} \log Z_{\Lambda}^{\Phi} \geqslant s(\sigma)+\sigma\left(A_{\Phi}\right)
$$

so that

$$
\lim _{\Lambda \nearrow \infty}|\Lambda|^{-1} \log Z_{\Lambda}^{\Phi}=P^{\Phi}
$$

when $\Phi \in \mathcal{C}_{0}$. The general case $\Phi \in \mathfrak{A}$ follows as usual by the density of $\mathfrak{C}_{0}$ in $\mathcal{A}$ and equicontinuity. Replacing $\Omega_{\Lambda}$ by $\Omega_{\Lambda}^{*}$ we find that

$$
\lim _{\Lambda \nearrow \infty}|\Lambda|^{-1} \log Z_{\Lambda}^{* \Phi}
$$

exists. By Theorem 3.4 this limit is equal to $P^{\Phi}$. This proves (3.36). The proof of (3.37) follows that of (3.10) in Theorem 3.4.

### 3.14 Corollary

For each $A \in \mathcal{C}, I_{A}$ is a Choquet simplex, and a face of $I$.
We know that $I$ is a simplex (Proposition 3.6). If $\rho \in I_{A}$, let $m_{\rho}$ be the unique probability measure on $I$, carried by the extremal points of $I$, and with resultant $\rho$. Writing $\hat{A}(\sigma)=\sigma(A)$, we have (see Appendix A.5.1)

$$
m_{\rho}(s+\hat{A})=s(\rho)+\rho(A)=P(A)
$$

Hence the support of $m_{\rho}$ is contained in $\{\sigma \in I: s(\sigma)+\sigma(A)=P(A)\}=I_{A}$. This implies that $I_{A}$ is a simplex, and a face of $I$.

### 3.15 Physical interpretation

We have indicated in Section 1.1 that an element $A$ of $\mathcal{C}$ may be considered as an observable. If $\rho \in E$, the probability measure $\mu_{A}=A_{\rho}$ on $\mathbf{R}$ is defined by

$$
\mu_{A}(\varphi)=\rho(\varphi \circ A) \quad(\text { all continuous } \varphi: \mathbf{R} \mapsto \mathbf{R})
$$

$\mu_{A}$ describes the distribution of values of the observable $A$ in the state $\rho$. In general $A$ fluctuates, i.e., the support of $\mu_{A}$ consists of more than one point.

Consider now the average of $A$ over translations in $\Lambda$ defined by

$$
\langle A\rangle_{\Lambda}=|\Lambda|^{-1} \sum_{x \in \Lambda} A \circ \tau^{x}
$$

Let $\rho \in I$. The condition

$$
\lim _{\Lambda \nearrow \infty} \rho\left(\left[\langle A\rangle_{\Lambda}-\rho(A)\right]^{2}\right)=0 \quad \text { for all } \quad A \in \mathcal{C}
$$

holds if and only if $\rho$ is ergodic (see Section 3.6). This condition means that $\langle A\rangle_{\Lambda}$ fluctuates little for large $\Lambda$ : we express this by saying that $\rho$ is a (pure thermodynamic) phase. A phase is indeed characterized by the fact that "coarse-grained" quantities (i.e. the averages $\langle A\rangle_{\Lambda}$ ) do not fluctuate (in the limit $\Lambda \nearrow \infty$ ). On the other hand, for a mixture some coarse-grained quantities fluctuate. Notice that, on physical grounds, every mixture should have a unique decomposition into pure phases.

Let now $\rho$ be an equilibrium state for $A$. Since $I_{A}$ is a simplex, $\rho$ has a unique decomposition into extremal points of $I_{A}$. Since $I_{A}$ is a face of $I$, this decomposition is the same as the ergodic decomposition of $\rho$ (see Section 3.6). This decomposition is physically interpreted as the decomposition of an equilibrium state into pure thermodynamic phases.

The residual set $D \subset \mathcal{C}$ ( or $\varphi^{-1} D \subset \mathscr{X}$, where $\mathscr{X}, \varphi$ are as in Theorem 3.7) may be considered as a "large" set. Therefore "in general" there exists only one pure thermodynamic phase associated with $A \in \mathcal{C}$ (or with $\Phi \in \mathscr{X}^{\mathcal{C}}$ ). This is a weak form of the Gibbs phase rule.

### 3.16 Theorem

Given $A \in \mathcal{C}$ (respectively $\Phi \in \mathfrak{C}), \sigma \in I$, and $\varepsilon>0$, there exist $A^{\prime} \in \mathcal{C}$ (respectively $\Phi^{\prime} \in \mathfrak{Q}$ ) and $\sigma^{\prime} \in I_{A^{\prime}}$ such that

$$
\left\|\sigma^{\prime}-\sigma\right\| \leqslant \varepsilon
$$

and

$$
\begin{aligned}
\left\|A^{\prime}-A\right\| \leqslant & \frac{1}{\varepsilon}[P(A)-\sigma(A)-s(\sigma)] \\
& \left(\text { respectively } \quad\left\|\Phi^{\prime}-\Phi\right\| \leqslant \frac{1}{\varepsilon}\left[P^{\Phi}-\sigma\left(A_{\Phi}\right)-s(\sigma)\right]\right)
\end{aligned}
$$

This is precisely the theorem of Bishop and Phelps given in Appendix A.3.6, with $V=\mathfrak{C}$ (respectively $V=\mathfrak{d}$ : in this case notice that the tangent functionals are given by Theorem 3.7(c), and use (3.4) to get $\left\|\sigma^{\prime}-\sigma\right\| \leqslant \varepsilon$ ).

### 3.17 Corollary

(a) The union of the $I_{A}$, for $A \in \mathcal{C}$, i.e. the set of all equilibrium states, is dense in I for the norm topology.
(b) If $\rho_{1}, \ldots, \rho_{n}$ are ergodic states there is an interaction $\Phi \in$ afor which these are all equilibrium states.
(a) is clear. In particular, given $\rho_{1}, \ldots, \rho_{n}$ ergodic there is an equilibrium state $\rho$ for some interaction $\Phi \in \mathfrak{Q}$ such that $\left\|\rho-(1 / n)\left(\rho_{1}+\ldots+\rho_{n}\right)\right\|<1 / n$. Let $m_{\rho}$ give the ergodic decomposition of $\rho$; then we have

$$
\left\|m_{\rho}-\frac{1}{n}\left(\delta_{\rho_{1}}+\cdots+\delta_{\rho_{n}}\right)\right\|<\frac{1}{n}
$$

(see Appendix A.5.5), and therefore $m_{\rho}\left(\left\{\rho_{1}\right\}\right)>0, \ldots, m_{\rho}\left(\left\{\rho_{n}\right\}\right)>0$. Thus $\rho_{1}, \ldots, \rho_{n}$ are equilibrium states for $\Phi$ by Corollary 3.14.

### 3.18 Approximation of invariant states by equilibrium states

We have just seen that every invariant state $\sigma$ can be approximated in norm by an equilibrium state $\sigma^{\prime}$ for some interaction in $\mathfrak{A}$. This interesting result should however be viewed as a pathology from the physical point of view, because the interactions in $\mathfrak{C}$ are not all physically acceptable. In fact, to be able to define Gibbs states we shall in the next chapter introduce a smaller space $\mathscr{B}$ of interactions. It will then be seen (Proposition 4.7(b)) that if $\Phi, \Phi^{\prime} \in \mathscr{B}$ have an equilibrium state $\rho$ in common, they are in some sense equivalent, and all their equilibrium states are the same. [This is quite different from the situation of Corollary 3.17(b).]

Physically meaningful results can be obtained by approximating invariant states by equilibrium states, using a general theorem on convex functions due to Israel (see Appendix A.3.6). With this theorem one shows that an interaction in a certain subspace or cone of $\mathfrak{C}$ can be found, which has an equilibrium state satisfying certain inequalities. If these inequalities express that a certain cluster property does not hold, physical consequences can be derived. Theorem 3.20 below gives an example where it is shown that there are several distinct equilibrium states for the same interaction. (For another example see Exercise 1 of Chapter 4.)

### 3.19 Lemma

Let $A_{1}, A_{2} \in \mathcal{C}$ and $S \subset \mathbf{Z}^{v}$. We define a convex cone

$$
\begin{aligned}
& 2_{S}=\left\{a_{1} A_{1}+a_{2} A_{2}+\frac{1}{2} \sum_{x \in \mathbf{Z}^{v}}\left(b_{x} A_{1} \cdot\left(A_{2} \circ \tau^{x}\right)+b_{-x}\left(A_{1} \circ \tau^{x}\right) \cdot A_{2}\right)\right. \\
& \left.: a_{1}, a_{2}, b_{x} \in \mathbf{R}, b_{x} \geqslant 0, b_{x}=0 \text { if } x \notin S, \sum_{x \in S} b_{x}<+\infty\right\}
\end{aligned}
$$

We assume that $A_{1}, A_{2} \in \mathcal{C}_{\Delta}$ for some finite $\Delta \subset \mathbf{Z}^{v}$. Given $\sigma_{0} \in I, B_{0} \in \mathcal{C}$, and $\varepsilon>0$, there exist $B \in B_{0}+2_{S}$ and $\sigma \in I_{B}$ such that

$$
\begin{equation*}
\left\|B-B_{0}\right\| \leqslant \frac{1}{\varepsilon}\left[P\left(B_{0}\right)-\sigma\left(B_{0}\right)-s\left(\sigma_{0}\right)\right] \tag{3.38}
\end{equation*}
$$

and

$$
\begin{gather*}
\sigma\left(A_{1} \cdot\left(A_{2} \circ \tau^{x}\right)\right)-\sigma\left(A_{1}\right) \sigma\left(A_{2}\right) \\
\geqslant \sigma_{0}\left(A_{1} \cdot\left(A_{2} \circ \tau^{x}\right)\right)-\sigma_{0}\left(A_{1}\right) \sigma_{0}\left(A_{2}\right)-3 \varepsilon\left\|A_{1}\right\|\left\|A_{2}\right\| \tag{3.39}
\end{gather*}
$$

for all $x \in S$.
We may assume that 0 is the "middle" element of $\Delta$ in lexicographic order. Given $a_{1}, a_{2}, b_{x} \in \mathbf{R}$ such that $b_{x} \geqslant 0, b_{x}=0$ if $x \in S$, and $\sum b_{x}<+\infty$, let $\Phi \in \mathcal{Q}$ be defined by

$$
\begin{aligned}
-\Phi(\xi \mid \Delta)= & a_{1} A_{1}(\xi)+a_{2} A_{2}(\xi)+b_{0} A_{1}(\xi) \cdot A_{2}(\xi) \\
& -\Phi(\xi \mid \Delta \cup(\Delta+x)) \\
= & b_{x} A_{1}(\xi) \cdot A_{2}\left(\tau^{x} \xi\right)+b_{-x} A_{1}\left(\tau^{x} \xi\right) \cdot A_{2}(\xi) \quad \text { if } \quad x \neq 0 \\
\Phi(\xi \mid X)= & 0 \quad \text { if } \quad X \text { is not a translated of } \Delta \text { or } \Delta \cup(\Delta+x)
\end{aligned}
$$

Using the expression (3.2) for the norm, we see that the set of these $\Phi$ is a closed convex cone $\mathcal{R} \subset \mathcal{Q}$.

Let $\Psi_{0} \in \mathscr{Q}$ be such that $A_{\Psi_{0}}=B_{0}$. We now use Israel's theorem (Appendix A.3.6) and the characterization of tangent planes to $\Phi \rightarrow P^{\Phi}$ given in Theorem 3.7(c). We find thus $\Psi \in \Psi_{0}+\mathscr{R}$, and $\sigma \in I_{A_{\psi}}$, such that

$$
\begin{equation*}
\left|\Psi-\Psi_{0}\right| \leqslant \frac{1}{\varepsilon}\left[P^{\Psi_{0}}-\sigma_{0}\left(A_{\Psi_{0}}\right)-s\left(\sigma_{0}\right)\right] \tag{3.40}
\end{equation*}
$$

and, for all $\Phi \in \mathcal{R}$,

$$
\begin{equation*}
\sigma\left(A_{\Phi}\right) \geqslant \sigma_{0}\left(A_{\Phi}\right)-\varepsilon|\Phi| \tag{3.41}
\end{equation*}
$$

From (3.41) one gets in particular

$$
\begin{equation*}
\sigma\left(A_{1}\right)-\sigma_{0}\left(A_{1}\right)\left|\leqslant \varepsilon\left\|A_{1}\right\|, \quad\right| \sigma\left(A_{2}\right)-\sigma_{0}\left(A_{2}\right) \mid \leqslant \varepsilon\left\|A_{2}\right\| \tag{3.42}
\end{equation*}
$$

and (for all $x \in S$ )

$$
\begin{equation*}
\sigma\left(A_{1} \cdot\left(A_{2} \circ \tau^{x}\right)\right) \geqslant \sigma_{0}\left(A_{1} \cdot\left(A_{2} \circ \tau^{x}\right)\right)-\varepsilon\left\|A_{1}\right\| \cdot\left\|A_{2}\right\| . \tag{3.43}
\end{equation*}
$$

(3.42) implies

$$
\left|\sigma\left(A_{1}\right) \sigma\left(A_{2}\right)-\sigma_{0}\left(A_{1}\right) \sigma_{0}\left(A_{2}\right)\right| \leqslant 2 \varepsilon\left\|A_{1}\right\| \cdot\left\|A_{2}\right\|
$$

which, together with (3.43), proves (3.39).

Let $C$ be the element of $\mathscr{Q}_{S}$ formed with the same $a_{1}, a_{2}, b_{x}$ which define $\Psi-\Psi_{0}$ in $\mathcal{R}$. If we let $B=B_{0}+C$, we have $B \in B_{0}+2_{S}$ and, using (3.40),

$$
\left\|B-B_{0}\right\|=\|C\| \leqslant\left|\Psi-\Psi_{0}\right| \leqslant \frac{1}{\varepsilon}\left[P\left(B_{0}\right)-\sigma_{0}\left(B_{0}\right)-s\left(\sigma_{0}\right)\right]
$$

which proves (3.38). Furthermore $\rho(C)=\rho\left(A_{\Psi-\Psi_{0}}\right)$ for all $\rho \in I$, so that $I_{B}=$ $I_{A_{\psi}} \ni \sigma$, which concludes the proof.

### 3.20 Theorem

Let $A \in \mathcal{C}_{\Delta}$ for some finite $\Delta \subset \mathbf{Z}^{\nu}$, and define a convex cone

$$
\mathscr{Q}=\left\{a A+\sum_{x \in \mathbf{Z}^{v}} b_{x} A \cdot\left(A \circ \tau^{x}\right): a, b_{x} \in \mathbf{R}, b_{x} \geqslant 0, \sum b_{x}<+\infty\right\} .
$$

(a) Let $\sigma_{0}^{\prime}, \sigma_{0}^{\prime \prime} \in I$ be such that $\sigma_{0}^{\prime}(A) \neq \sigma_{0}^{\prime \prime}(A)$. Given $C \in \mathcal{C}$, there exist $B \in$ $C+2$ and two equilibrium states $\sigma^{\prime}, \sigma^{\prime \prime} \in I_{B}$ such that $\sigma^{\prime}(A) \neq \sigma^{\prime \prime}(A)$.
(b) Let $\sigma_{0}^{\prime}$, $\sigma_{0}^{\prime \prime}$ be equilibrium states for $C \in \mathcal{C}$, such that $\sigma_{0}^{\prime}(A) \neq \sigma_{0}^{\prime \prime}(A)$. Given $\varepsilon>0$, one can choose $\delta>0$ such that, if $C^{\prime} \in \mathcal{C}$ and $\left\|C^{\prime}-C\right\|<\delta$, there exist $B \in C^{\prime}+2$ with $\left\|B-C^{\prime}\right\|<\varepsilon$, and two equilibrium states $\sigma^{\prime}, \sigma^{\prime \prime} \in$ $I_{B}$ with $\sigma^{\prime}(A) \neq \sigma^{\prime \prime}(A)$.

Write $\sigma_{0}=\frac{1}{2}\left(\sigma_{0}^{\prime}+\sigma_{0}^{\prime \prime}\right)$. The assumption $\sigma_{0}^{\prime}(A) \neq \sigma_{0}^{\prime \prime}(A)$ implies that

$$
m_{\sigma_{0}}\left(\hat{A}^{2}\right)=\lim _{\Lambda \nearrow \infty} \sigma_{0}\left[\left(|\Lambda|^{-1} \sum_{x \in \Lambda} A \circ \tau^{x}\right)^{2}\right]>\sigma_{0}(A)^{2}
$$

(see Section 3.6). Choose $\varepsilon>0$ such that

$$
\lim _{\Lambda \neq \infty} \sigma_{0}\left[\left(|\Lambda|^{-1} \sum_{x \in \Lambda} A \circ \tau^{x}\right)^{2}\right] \geqslant \sigma_{0}(A)^{2}+4 \varepsilon\|A\|^{2} .
$$

We apply Lemma 3.19 with $A_{1}=A_{2}=A$ and $S=\mathbf{Z}^{\nu}$ (we shall choose $B_{0}$ later), obtaining $B \in B_{0}+2$ and $\sigma \in I_{B}$ such that

$$
\left\|B-B_{0}\right\| \leqslant \frac{1}{\varepsilon}\left[P\left(B_{0}\right)-\sigma_{0}\left(B_{0}\right)-s\left(\sigma_{0}\right)\right]
$$

and

$$
\begin{aligned}
& \sigma\left[\left(|\Lambda|^{-1} \sum_{x \in \Lambda} A \circ \tau^{x}\right)^{2}\right]-\sigma(A)^{2} \geqslant \sigma_{0} \\
& \times\left[\left(|\Lambda|^{-1} \sum_{x \in \Lambda} A \circ \tau^{x}\right)^{2}\right]-\sigma_{0}(A)^{2}-3 \varepsilon\|A\|^{2}
\end{aligned}
$$

Therefore

$$
m_{\sigma}\left(\hat{A}^{2}\right)=\lim _{\Lambda \nearrow \infty} \sigma\left[\left(|\Lambda|^{-1} \sum_{x \in \Lambda} A \circ \tau^{x}\right)^{2}\right] \geqslant \sigma(A)^{2}+\varepsilon\|A\|^{2}
$$

From this it follows that there exist $\sigma^{\prime}, \sigma^{\prime \prime}$ in the support of $m_{\sigma}$ with $\sigma^{\prime}(A) \neq$ $\sigma^{\prime \prime}(A)$. Taking $B_{0}=C$ we obtain (a).

Suppose now that $\sigma_{0}^{\prime}$, $\sigma_{0}^{\prime \prime} \in I_{C}$. Choose $\delta>0$ such that if $C^{\prime} \in \mathcal{C}$ and $\| C^{\prime}-$ $C \|<\delta$, we have

$$
P\left(C^{\prime}\right)-\sigma_{0}\left(C^{\prime}\right)-s\left(\sigma_{0}\right)<\varepsilon^{2}
$$

Taking $B_{0}=C^{\prime}$, we have $B \in C^{\prime}+2$, and (3.38) gives $\left\|B-C^{\prime}\right\|<\varepsilon$, proving (b).

### 3.21 Coexistence of phases

In the above lemma and theorem we could restrict our attention to interactions $\Phi$ such that $\Phi(\xi \mid X)=0$ when $|X|>2|\Delta|$. Such interactions belong to the space $\mathscr{B}$ to be introduced in Chapter 4, and are "physically acceptable." Theorem 3.20 deals with the situation where there are at least two different equilibrium states. This corresponds physically to the coexistence of at least two phases. Part (b) of Theorem 3.20 shows that an interaction $\Psi_{0}$ (or a function $C$ ) for which several phases coexist cannot be isolated: it lies in an "infinite-dimensional manifold" of such interactions. One should check that these interactions are not all "physically equivalent" (see Section 4.7). For this see Exercise 2.

The coexistence of at least $n+1$ phases can be treated in a similar manner. Let $A_{1}, \ldots, A_{n} \in \mathfrak{C}_{\Delta}$, and let

$$
A=\sum a_{i} A_{i}, \quad \text { with } \quad \sum a_{i}^{2}=1
$$

We assume that $\sigma_{0}^{(0)}, \sigma_{0}^{(1)}, \ldots, \sigma_{0}^{(n)} \in I$ are such that

$$
\sigma_{0}^{(0)}(A)=\sigma_{0}^{(1)}(A)=\cdots=\sigma_{0}^{(n)}(A)
$$

does not hold for any choice of $a_{1}, \ldots, a_{n}$. Defining

$$
\sigma_{0}=\frac{1}{n+1} \sum_{i=0}^{n} \sigma_{0}^{(i)}
$$

we have

$$
m_{\sigma_{0}}\left(\hat{A}^{2}\right)-\sigma_{0}(A)^{2} \geqslant 4 \varepsilon\|A\|^{2}
$$

with some $\varepsilon>0$ independent of $a_{1}, \ldots, a_{n}$. Let 2 be the linear space generated
by the $A_{i}$ and $A_{i} \cdot\left(A_{j} \circ \tau^{x}\right)$, and let $B_{0} \in \mathcal{C}$. There exists $B \in B_{0}+2$ such that

$$
\left\|B-B_{0}\right\| \leqslant \frac{1}{\varepsilon}\left[P\left(B_{0}\right)-\sigma_{0}\left(B_{0}\right)-s\left(\sigma_{0}\right)\right],
$$

and $\sigma \in I_{B}$ such that

$$
\left|\sigma\left(A \cdot\left(A \circ \tau^{x}\right)\right)-\sigma(A)^{2}-\left[\sigma_{0}\left(A \cdot\left(A \circ \tau^{x}\right)\right)-\sigma_{0}(A)^{2}\right]\right| \leqslant 3 \varepsilon\|A\|^{2}
$$

for all $a_{1}, \ldots, a_{n}$ and all $x \in \mathbf{Z}^{v}$. Therefore

$$
m_{\sigma}\left(\hat{A}^{2}\right)-\sigma(A)^{2} \geqslant \varepsilon\|A\|^{2}
$$

proving that the dimension of $I_{B}$ is at least $n$ : at least $n+1$ phases coexist. Again an interaction for which at least $n+1$ phases coexist cannot be isolated.

## Notes

The statistical mechanics with translation invariance described in this chapter has been developed by physicists, mostly earlier than the theory of Gibbs states in Chapters 1 and 2. The thermodynamic limit for the pressure has been proved in various forms by various people, and the notion of equilibrium state has emerged progressively. Gallavotti and Miracle [1] noted the important fact (Theorem 3.7(b)) that for a residual set of interactions there is only one equilibrium state. For the discussion of the entropy (Sections 3.8 to 3.10) see Robinson and Ruelle [1]; for the variational principle (Theorem 3.12) see Ruelle [1]).* Sections 3.16 to 3.21 are based on the work of Israel [1], which has recently shed some light on the general nature of phase transitions.

## Exercises

1. We write $|x|=\max _{i}\left|x_{i}\right|$ when $x \in \mathbf{Z}^{v}$. Let $0<\lambda<1$. If $\xi, \eta \in \Omega$, define

$$
d(\xi, \eta)=\lambda^{k} \quad \text { where } \quad k=\inf \left\{|x|: \xi_{x} \neq \eta_{x}\right\}
$$

(a) Check that $d$ is a metric compatible with the topology of $\Omega$.
(b) Let $0<\alpha<1$. A function $A: \Omega \mapsto \mathbf{R}$ such that $|A(\xi)-A(\eta)| \leqslant$ $\operatorname{cd}(\xi, \eta)^{\alpha}$ for some $c \geqslant 0$ is said to be Hölder continuous of exponent $\alpha$.

[^10]Such functions form a Banach space ${ }^{C^{\alpha}}(\Omega)$ with the norm

$$
\|A\|_{\alpha}=\max \left(\max _{\xi}|A(\xi)|, \sup _{\xi \neq \eta} \frac{|A(\xi)-A(\eta)|}{d(\xi, \eta)^{\alpha}}\right)
$$

Write $\operatorname{diam} X=\max \{|y-x|: x, y \in X\}$, and let $\theta=\lambda^{\alpha / 2}$. Show that if $A \in \mathfrak{C}^{\alpha}(\Omega)$, then $A=A_{\Phi}$, with

$$
\sup _{X} \theta^{-\operatorname{diam} X} \sup _{\xi \in \Omega}|\Phi(\xi \mid X)|<+\infty
$$

[For (b), let $\Lambda_{n}=\left\{x \in \mathbf{Z}^{\nu}:|x| \leqslant n\right\}$ and write $A=\sum_{n=0}^{\infty} A_{n}$, where $A_{n} \in \mathcal{C}_{\Lambda_{n}}$ and $\left\|A_{n}\right\| \leqslant\|A\|_{\alpha}\left(\lambda^{n}\right)^{\alpha}$. Proceed then as in Section 3.2.]
2. We consider a system ("lattice gas") with $\Omega_{0}=\{0,1\}$ and $\Omega=\{0,1\}^{\mathbf{Z}}$. We define $A \in \mathcal{C}_{\{0\}}$ by $A(\xi)=\xi_{0}$ ( $A$ takes therefore the values 0 and 1 ). We shall use "pair" interactions $\Phi$, such that $\Phi(\xi \mid X)=0$ if $|X|>2$ and

$$
\begin{aligned}
\Phi(\xi \mid\{0\}) & =-\mu A(\xi) \\
\Phi(\xi \mid\{0, x\}) & =\varphi(x) A(\xi) A\left(\tau^{x} \xi\right) \quad \text { for } \quad x \neq 0
\end{aligned}
$$

Here $\mu \in \mathbf{R}$, and $\varphi(x)=\varphi(-x) \in \mathbf{R}$ is defined for $x \neq 0$. Notice that

$$
|\Phi|=|\mu|+\frac{1}{2} \sum_{x \neq 0}|\varphi(x)| .
$$

(a) Let $0 \in M \subset \mathbf{Z}^{v}$, $M$ finite, $M=-M$. Suppose that a function $\tilde{\varphi}: M \backslash$ $\{0\} \mapsto \mathbf{R}$ is given such that $\tilde{\varphi}(x)=\tilde{\varphi}(-x)$. One can then extend $\tilde{\varphi}$ to $\varphi: \mathbf{Z}^{\nu} \backslash\{0\} \rightarrow \mathbf{R}$ such that

$$
\sum_{x \neq 0}|\varphi(x)|<+\infty
$$

and find $\mu$ such that there are two equilibrium states $\sigma^{\prime}, \sigma^{\prime \prime}$ for $\Phi$ satisfying $\sigma^{\prime}(A) \neq \sigma^{\prime \prime}(A)$.
(b) Let $\mu_{0}, \varphi_{0}$ correspond to a pair interaction $\Phi_{0}$. We assume that $\sigma_{0}^{\prime}$, $\sigma_{0}^{\prime \prime}$ are equilibrium states for $\Phi_{0}$, and that $\sigma_{0}^{\prime}(A) \neq \sigma_{0}^{\prime \prime}(A)$. Given $\varepsilon>0$, there exists $\delta$ such that the following holds.

Let $0 \in M \subset \mathbf{Z}^{v}, M$ finite, $M=-M$. Suppose that $\tilde{\varphi}: M \backslash\{0\} \mapsto \mathbf{R}$ satisfies $\tilde{\varphi}(x)=\tilde{\varphi}(-x)$ and

$$
\frac{1}{2} \sum_{x \in M \backslash\{0\}}\left|\tilde{\varphi}(x)-\varphi_{0}(x)\right|<\delta
$$

One can then extend $\tilde{\varphi}$ to $\varphi: \mathbf{Z}^{\nu} \backslash\{0\} \mapsto \mathbf{R}$ and find $\mu$ such that

$$
\begin{aligned}
& \varphi(x)=\varphi(-x), \varphi(x) \leqslant \varphi_{0}(x) \text { if } x \notin M, \\
& \qquad\left|\mu-\mu_{0}\right|+\frac{1}{2} \sum_{x \notin M}\left|\varphi(x)-\varphi_{0}(x)\right|<\varepsilon,
\end{aligned}
$$

and there are two equilibrium states $\sigma^{\prime}, \sigma^{\prime \prime}$ for the interaction $\Phi$ corresponding to $\mu, \varphi$, satisfying $\sigma^{\prime}(A) \neq \sigma^{\prime \prime}(A)$. [Imitate the proof of Theorem 3.20, using Lemma 3.19 with $S=\mathbf{Z}^{\nu} \backslash M$. Notice that

$$
m_{\rho}\left(\hat{A}^{2}\right)=\lim _{\Lambda \nearrow \infty} \rho\left[|\Lambda|^{-2} \sum_{\substack{x, y \in \Lambda \\ x-y \neq M}}\left(A \circ \tau^{x}\right) \cdot\left(A \circ \tau^{y}\right)\right] .
$$

Remark: It will be seen (Exercise 2 of Chapter 4) that $\Phi$ and $\Phi_{0}$ are physically equivalent only if $\mu=\mu_{0}$ and $\varphi=\varphi_{0}$.]

## 4

## Connection between Gibbs states and Equilibrium states

This chapter establishes the connection between the Gibbs states and the equilibrium states introduced earlier.

### 4.1 Generalities

In the present chapter we use the general assumptions of both Chapter 1 and Chapter 3. Thus a family $\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathscr{F}}$ is given, it is translation invariant, and if $S \subset \mathbf{Z}^{v}$ we write

$$
\Omega_{S}=\left\{\xi \in \prod_{x \in S} \Omega_{x}:(\forall \Lambda \in \mathcal{F}: \Lambda \subset S) \xi \mid \Lambda \in \bar{\Omega}_{\Lambda}\right\}
$$

We introduce also the Banach space $\mathfrak{B}$ of translation invariant interactions with the norm

$$
\Phi \mapsto\|\Phi\|=\sum_{X \ni 0} \sup _{\xi \in \Omega_{X}}|\Phi(\xi)|<+\infty
$$

clearly $\mathfrak{C}_{0} \subset \mathfrak{B} \subset \mathcal{Q}$. If we define $\varphi: \mathfrak{B} \mapsto \mathcal{C}$ by $\varphi \Phi=A_{\Phi, \varphi} \mathscr{B}$ is dense in $\mathcal{C}$ and $\varphi$ is continuous:

$$
\|\Phi\| \geqslant|\Phi| \geqslant\left\|A_{\Phi}\right\|
$$

Therefore Theorem 3.7(c) and (d) apply with $\mathcal{X}=\mathscr{B}$.
If $\Phi \in \mathscr{B}$, then the set $K_{\Phi}$ of Gibbs states for $\Phi$ and the set $I_{\varphi \Phi}$ of equilibrium states for $\Phi$ are defined. We shall see that $I_{\varphi \Phi} \subset K_{\Phi} \cap I$. The reverse inclusion $I_{\varphi \Phi} \supset K_{\Phi} \cap I$ is not generally true, but holds if $\Omega$ satisfies the following condition.
(D) There exist sequences $\left(\Lambda_{n}\right)$, ( $M_{n}$ ) with $\Lambda_{n} \nearrow \infty, \Lambda_{n} \subset M_{n},\left|\Lambda_{n}\right| /\left|M_{n}\right| \rightarrow$ 1 , and for each $\xi, \eta \in \Omega$ and $n$ there exists $\zeta_{n} \in \Omega$ such that

$$
\zeta_{n}\left|\Lambda_{n}=\xi\right| \Lambda_{n}, \quad \zeta_{n}\left|\left(\mathbf{Z}^{v} \backslash M_{n}\right)=\eta\right|\left(\mathbf{Z}^{v} \backslash M_{n}\right)
$$

Notice that this condition is stronger than ( $\mathrm{D}^{*}$ ) of Remark 1.14. (D) and (D*) reduce to "mixing" when $v=1$ (see Chapter 5).

### 4.2 Theorem

If $\Phi \in \mathscr{B}$, then $I_{A_{\Phi}} \subset K_{\Phi} \cap I$. If furthermore $\Omega$ satisfies the above condition (D), then $I_{A_{\Phi}}=K_{\Phi} \cap I$, i.e., an invariant state is an equilibrium state if and only if it is a Gibbs state.

If $\Phi \in \mathcal{C}_{0}$, the Gibbs ensemble with boundary $\mu_{(\Lambda)_{\eta}}$ depends only on $\eta \mid(M \backslash$ $\Lambda$ ) for some finite set $M=\Lambda+\Delta$ (the set $\Delta$ depends on $\Phi$, and also on $\mathfrak{F}$ ). Using the definition (3.33) in the proof of Theorem 3.12, one checks easily that

$$
\rho_{\Lambda}\{\xi\}=\sum_{\eta \in \Omega_{M \backslash \Lambda}} \mu_{(\Lambda)_{\eta}}\{\xi\} \rho_{M \backslash \Lambda}\{\eta\} .
$$

The state $\rho^{\Phi}$ defined by $\rho_{\Lambda}=\alpha_{\Lambda} \rho^{\Phi}$ is thus a Gibbs state. On the other hand the proof of Theorem 3.12 shows that $\rho^{\Phi} \in I_{\varphi \Phi}$. We have thus established the existence of $\rho^{\Phi} \in I_{\varphi \Phi} \cap K_{\Phi}$ when $\Phi \in \mathfrak{Q}_{0}$.

Let now $\Phi \in \varphi^{-1} D, \Phi=\lim _{n \rightarrow \infty} \Phi_{n}, \Phi_{n} \in \mathfrak{C}_{0}$. Any limit of $\rho^{\Phi_{n}}$ when $n \rightarrow$ $\infty$ is in $I_{\varphi \Phi}=\left\{\rho_{\Phi}\right\}$ and also in $K_{\Phi}$, as one sees immediately. Therefore there exists $\rho^{\Phi} \in I_{\varphi \Phi} \cap K_{\Phi}$ if $\Phi \in \varphi^{-1} D$.

For an arbitrary $\Phi \in \mathscr{B}$ we see, applying Theorem 3.7(d), that $I_{\varphi \Phi}$ is in the closed convex hull of states $\rho \in K_{\Phi} \cap I$. Therefore $I_{\varphi \Phi} \subset K_{\Phi} \cap I$.

We assume now that $\Omega$ satisfies (D) and have to show that if $\sigma \in K_{\Phi} \cap I$, then $\sigma \in I_{\varphi \Phi}$. Somewhat more generally we shall prove that if $\sigma \in K_{\Phi}$, then

$$
\liminf _{n \rightarrow \infty}\left|M_{n}\right|^{-1}\left[S\left(\alpha_{M_{n}} \sigma\right)-\left(\alpha_{M_{n}} \sigma\right)\left(U_{M_{n}}^{\Phi}\right)\right] \geqslant P^{\Phi}
$$

By the definition of a Gibbs state,

$$
\left(\alpha_{M_{n}} \sigma\right)\{\xi\}=\int_{\Omega_{\mathbf{Z}^{v} \backslash M_{n}}} \sigma_{\mathbf{Z}^{v} \backslash M_{n}}(d \eta) \mu_{\left(M_{n}\right) \eta}\{\xi\},
$$

and by the concavity of the entropy,

$$
\begin{aligned}
S\left(\alpha_{M_{n}} \sigma\right)-\left(\alpha_{M_{n}} \sigma\right)\left(U_{M_{n}}^{\Phi}\right) & \geqslant \int_{\Omega_{\mathbf{Z}^{v} \backslash M_{n}}} \sigma_{\mathbf{Z}^{v} \backslash M_{n}}(d \eta)\left[S\left(\mu_{\left(M_{n}\right) \eta}\right)-\mu_{\left(M_{n}\right) \eta}\left(U_{M_{n}}^{\Phi}\right)\right] \\
& =\int_{\Omega_{\mathbf{Z}^{v} \backslash M_{n}}} \sigma_{\mathbf{Z}^{v} \backslash M_{n}}(d \eta) \sum_{\xi \in \Omega_{M_{n}}} \mu_{\left(M_{n}\right) \eta}\{\xi\}
\end{aligned}
$$

$$
\begin{aligned}
\times & {\left[W_{M_{n}, \mathbf{z}^{v} \backslash M_{n}}(\xi \vee \eta)+\log \sum_{\zeta \in \Omega_{M_{n}}}\right.} \\
& \left.\exp \left[-U_{M_{n}}(\zeta)-W_{M_{n}, \mathbf{z}^{v} \backslash M_{n}}(\zeta \vee \eta)\right]\right]
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \liminf _{n \rightarrow \infty}\left|M_{n}\right|^{-1}\left[S\left(\alpha_{M_{n}} \sigma\right)-\left(\alpha_{M_{n}} \sigma\right)\left(U_{M_{n}}^{\Phi}\right)\right] \\
& \geqslant \liminf _{n \rightarrow \infty}\left|M_{n}\right|^{-1} \int_{\Omega_{\mathbf{Z}^{v} \backslash M_{n}}} \sigma_{\mathbf{Z}^{v} \backslash M_{n}}(d \eta) \\
& \quad \times \log \sum_{\zeta \in \Omega_{M_{n}}} \exp \left[-U_{M_{n}}(\zeta)-W_{M_{n}, \mathbf{Z}^{v} \backslash M_{n}}(\zeta \vee \eta)\right] .
\end{aligned}
$$

In view of (D) we have (when $\eta=\eta^{*} \mid\left(\mathbf{Z}^{\nu} \backslash M_{n}\right)$ for some $\eta^{*} \in \Omega$ )

$$
\sum_{\zeta \in \Omega_{M_{n}}} \exp \left[-U_{M_{n}}(\zeta)-W_{M_{n}, \mathbf{z}^{v} \backslash M_{n}}(\zeta \vee \eta)\right] \geqslant \sum_{\xi \in \Omega_{\Lambda_{n}}^{*}} \exp \left[-U_{\Lambda_{n}}(\xi)+R_{n}\right]
$$

where $\lim _{n \rightarrow \infty}\left|R_{n}\right| /\left|M_{n}\right|=0$; hence

$$
\begin{aligned}
& \liminf _{n \rightarrow \infty}\left|M_{n}\right|^{-1}\left[S\left(\alpha_{M_{n}} \sigma\right)-\left(\alpha_{M_{n}} \sigma\right)\left(U_{M_{n}}^{\Phi}\right)\right] \\
& \geqslant \lim _{n \rightarrow \infty}\left|M_{n}\right|^{-1} \log \sum_{\xi \in \Omega_{\Lambda_{n}}^{*}} \exp \left[-U_{\Lambda_{n}}(\xi)+R_{n}\right]=P^{\Phi} .
\end{aligned}
$$

### 4.3 Physical interpretation

When a pure thermodynamic phase for the interaction $\Phi \in \mathscr{B}$ has a non-trivial decomposition into pure Gibbs states, we say that there is symmetry breakdown, or more precisely that the translation invariance of the theory is broken.

### 4.4 Proposition

Let condition ( $D$ ) hold. If $\sigma \in K_{\Phi}, \Phi \in \mathscr{B}$, and $C \in \mathcal{C}$, then

$$
\lim _{n \rightarrow \infty} \frac{1}{\left|\Lambda_{n}\right|} \log \sigma\left(\exp \sum_{x \in \Lambda_{n}} C \circ \tau^{x}\right)=P\left(A_{\Phi}+C\right)-P\left(A_{\Phi}\right)
$$

By density and equicontinuity it suffices to consider the case $C=A_{\Psi}$, $\Psi \in \mathbb{R}_{0}$. We then have

$$
\lim _{n \rightarrow \infty} \frac{1}{\left|\Lambda_{n}\right|} \log \sigma\left(\exp \sum_{x \in \Lambda_{n}} C \circ \tau^{x}\right)=\lim _{n \rightarrow \infty} \frac{1}{\left|\Lambda_{n}\right|} \log \left(\alpha_{\Lambda_{n}} \sigma\right)\left(\exp \left(-U_{\Lambda_{n}}^{\Psi}\right)\right)
$$

If $\xi, \eta \in \Omega$, it follows from (D) that

$$
\frac{\left[\left(\alpha_{\Lambda_{n}} \sigma\right)\left\{\xi \mid \Lambda_{n}\right\}\right] \exp U_{\Lambda_{n}}^{\Phi}\left(\xi \mid \Lambda_{n}\right)}{\left[\left(\alpha_{\Lambda_{n}} \sigma\right)\left\{\eta \mid \Lambda_{n}\right\}\right] \exp U_{\Lambda_{n}}^{\Phi}\left(\eta \mid \Lambda_{n}\right)} \leqslant e^{R_{n}}
$$

where $R_{n} /\left|\Lambda_{n}\right| \rightarrow 0$ when $n \rightarrow \infty$. Therefore

$$
e^{-R_{n}} \mu_{\left(\Lambda_{n}\right)}\left\{\xi_{\Lambda_{n}}\right\} \leqslant\left(\alpha_{\Lambda_{n}} \sigma\right)\left(\xi_{\Lambda_{n}}\right) \leqslant e^{R_{n}} \mu_{\left(\Lambda_{n}\right)}\left\{\xi_{\Lambda_{n}}\right\}
$$

hence

$$
e^{-R_{n}} Z_{\Lambda_{n}}^{\Phi+\Psi} / Z_{\Lambda_{n}}^{\Phi} \leqslant\left(\alpha_{\Lambda_{n}} \sigma\right)\left(\exp \left(-U_{\Lambda_{n}}^{\Psi}\right)\right) \leqslant e^{R_{n}} Z_{\Lambda_{n}}^{\Phi+\Psi} / Z_{\Lambda_{n}}^{\Phi}
$$

and the proposition follows.

### 4.5 Remark

Let $\tau$ be an action of $\mathbf{Z}^{\nu}$ by homeomorphisms of a metrizable compact space $\Omega, \sigma_{0}$ a $\tau$-invariant probability measure, and $A$ a continuous real function on $\Omega$. For finite $\Lambda \subset \mathbf{Z}^{\nu}$, define

$$
Z_{\Lambda}^{*}=\sigma_{0}\left(\exp \sum_{a \in \Lambda} A \circ \tau^{a}\right)
$$

Sinai [4] has proposed (for $v=1$ ) to call a Gibbs state any limit as $\Lambda \rightarrow \mathbf{Z}^{v}$ of

$$
Z_{\Lambda}^{*-1}\left[\exp \sum_{a \in \Lambda} A\left(\tau^{a} \xi\right)\right] \sigma_{0}(d \xi)
$$

A result relevant to this definition is as follows.
Let $\Phi, \Psi \in \mathscr{B}$ and $\sigma \in K_{\Phi}$. For finite $\Lambda \subset \mathbf{Z}^{v}$, and $\xi \in \Omega_{\Lambda}$, define

$$
Z_{\Lambda}^{*}=\sigma\left(\exp \sum_{a \in \Lambda} A_{\Psi} \circ \tau^{a}\right)
$$

Then any limit as $\Lambda \rightarrow \mathbf{Z}^{\nu}$ of

$$
Z_{\Lambda}^{*-1}\left[\exp \sum_{a \in \Lambda} A_{\Psi} \circ \tau^{a}\right] \sigma
$$

belongs to $K_{\Phi+\Psi}$.
[This can be proved easily by the methods of Chapter 1; see Exercise 4 of that chapter.]

### 4.6 Strict convexity of the pressure

We know by Theorem 3.4 that the function $\Phi \rightarrow P^{\Phi}=P\left(A_{\Phi}\right)$ is convex and continuous on $\mathscr{B}$. Suppose that the graph of this function contains a straight-line interval, i.e. there exist $\Phi, \Psi \in \mathscr{B}, \Psi \neq 0$, such that

$$
P^{\Phi+t \Psi}=P^{\Phi}+c t \quad \text { for } \quad t \in[-1,+1]
$$

By Theorem 3.7, if $\rho$ is an equilibrium state for $\Phi$, it is also an equilibrium state for $\Phi+t \Psi$ when $|t| \leqslant 1$. Therefore $\rho$ is a Gibbs state for $\Phi+t \Psi$ when $|t| \leqslant 1$. Since the expression

$$
\int_{\Omega_{L \backslash \Lambda}} \rho_{L \backslash \Lambda}(d \eta) \mu_{(\Lambda) \eta}^{\Phi+t \Psi}\left\{\xi_{\Lambda}\right\}
$$

is real analytic in $t$ and constant for $|t| \leqslant 1$, it is constant for all real $t$. Hence $\rho$ is a Gibbs state for $\Phi+t \Psi$, all real $t$. If condition (D) is satisfied, Theorem 4.2 shows that $\rho$ is also an equilibrium state and thus

$$
\max _{\sigma \in I}\left[s(\sigma)+\sigma\left(A_{\Phi}\right)+t \sigma\left(A_{\Psi}\right)\right]=s(\rho)+\rho\left(A_{\Phi+t \Psi}\right)=P^{\Phi}+c t
$$

for all $t \in \mathbf{R}$. This implies $\sigma\left(A_{\Psi}\right)=c$ for all $\sigma \in I$, or $\sigma\left(A_{\Psi}-c\right)=0$ for all translation invariant measures $\sigma$ on $\Omega$. Therefore $A_{\Psi}-c$ belongs to the closed subspace $\mathfrak{g}$ of $\mathcal{C}$ generated by the elements $A \circ \tau^{a}-A$ with $A \in \mathcal{C}, a \in \mathbf{Z}^{v}$. Summarizing, we have proved the following result.

### 4.7 Proposition

Let $\varphi: \mathfrak{B} \mapsto \mathcal{C}$ be defined by $\varphi \Phi=A_{\Phi}$, and let $\mathfrak{g}$ be the closed subspace of $\mathcal{C}$ generated by the elements $A \circ \tau^{a}-A$, with $A \in \mathcal{C}, a \in \mathbf{Z}^{v}$. We denote by [ $\Phi$ ] the image of $\Phi \in \mathfrak{B}$ in the quotient $\varphi \mathscr{B} /(\varphi \mathscr{B} \cap \mathscr{g})$.
(a) Thefunction $[\Phi] \mapsto P\left(A_{\Phi}\right)$ is well defined on $\varphi \mathscr{B} /(\varphi \mathfrak{B} \cap \mathscr{S})$, and if condition (D) holds, this function is strictly convex on the subset $\{[\Phi] \in \varphi \mathscr{B} /(\varphi \mathcal{B} \cap \mathscr{g})$ : $\left.\sigma\left(A_{\Phi}\right)=0\right\}$, where $\sigma$ is some arbitrarily chosen element of $I$.
(b) If $(D)$ holds and if $\rho$ is an equilibrium state for both $\Phi, \Phi^{\prime} \in \mathscr{B}$, then $A_{\Phi^{\prime}}$ $A_{\Phi} \in \mathscr{I}+\mathbf{R}$.

Let us say that $\Phi, \Phi^{\prime} \in \mathcal{B}$ are physically equivalent if there are $c \in \mathbf{R}$ and $B \in \mathscr{g}$ such that $A_{\Phi^{\prime}-\Phi}=B+c$ (or in other notation $\left[\Phi^{\prime}\right]=[\Phi]+c$ with $c \in$ R). Two physically equivalent interactions in $\mathscr{B}$ then have the same equilibrium states. Conversely, if two interactions in $\mathcal{B}$ have an equilibrium state in common, they are physically equivalent. The restriction of $P$ to an equivalence class
$\left\{\Phi^{\prime} \in \mathscr{B}: A_{\Phi^{\prime}-\Phi} \in \mathscr{I}+\mathbf{R}\right\}$ is affine, and the equivalence classes are maximal affine sets on which $P$ is affine.

## 4.8 $\mathbf{Z}^{\nu}$-lattice systems and $\mathbf{Z}^{\boldsymbol{\nu}}$-morphisms

In Section 2.1 we have introduced objects $\left(L,\left(\Omega_{x}\right)_{x \in L},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$ called lattice systems. In the present chapter we have assumed that $L=\mathbf{Z}^{v}, \Omega_{x}=\Omega_{0}$, and $\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}$ is invariant under translations of $\mathbf{Z}^{v}$. Such a lattice system with the added structure provided by the translations will be called a $\mathbf{Z}^{\nu}$-lattice system, and will be denoted by $\left(\mathbf{Z}^{v}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$. We say that

$$
F:\left(\mathbf{Z}^{v}, \Omega_{0}^{\prime},\left({\overline{\Omega^{\prime}}}_{\Lambda^{\prime}}\right)_{\Lambda^{\prime} \in \mathscr{F}}\right) \mapsto\left(\mathbf{Z}^{v}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)
$$

is a $\mathbf{Z}^{\nu}$-morphism if a family $\left(F_{x}\right)_{x \in \mathbf{Z}^{v}}$ exists with the properties (M1)-(M4) of Section 2.1 and furthermore

$$
\begin{equation*}
F_{x-a} \tau^{a}=F_{x} \tag{M5}
\end{equation*}
$$

In particular, $F$ is a morphism. If it is an isomorphism we say that $F$ is a $\mathbf{Z}^{\nu}$-isomorphism.

### 4.9 Proposition

A map $F: \Omega^{\prime} \mapsto \Omega$ is a $\mathbf{Z}^{\nu}$-morphism if and only if it has the following properties:
(a) $F$ is continuous;
(b) $F$ is equivariant, i.e. $\tau^{a} F=F \tau^{a}$;
(c) F restricted to $\sum_{\xi^{\prime}}^{\prime}=\left\{\eta^{\prime} \in \Omega^{\prime}: \lim _{x \rightarrow \infty} d^{\prime}\left(\tau^{x} \eta^{\prime}, \tau^{x} \xi^{\prime}\right)=0\right\}$ is a bijection to $\sum_{F \xi^{\prime}}=\left\{\eta \in \Omega: \lim _{x \rightarrow \infty} d\left(\tau^{x} \eta, \tau^{x} F \xi^{\prime}\right)=0\right\}$. [Here $d, d^{\prime}$ are distance compatible with the topologies of $\Omega, \Omega^{\prime}$ respectively.]
(M1)-(M5) clearly imply (a)-(c). Suppose now that (a), (b), and (c) hold. Since $F$ is continuous, there is a finite $M \subset \mathbf{Z}^{\nu}$ such that $\left(F \xi^{\prime}\right)_{0}$ depends only on $\xi^{\prime} \mid M$. Define $M^{\prime}=M \bigcup \cup\{M+\Lambda: 0 \in \Lambda \in \mathscr{F}\}$. By compactness one can choose a finite $M^{\prime \prime} \supset M^{\prime}$ such that for all $\eta^{\prime} \in \Omega_{M^{\prime \prime}}^{\prime}$ there exists $\eta^{*} \in \Omega^{\prime}$ satisfying

$$
\eta^{*}\left|M^{\prime}=\eta^{\prime}\right| M^{\prime} .
$$

Define $M(x)=M^{\prime \prime}+x$, and $F_{x}: \Omega_{M(x)}^{\prime} \mapsto \Omega_{x}$ by

$$
F_{x}\left(\tau^{-x} \eta^{\prime}\right)=\left(F \eta^{*}\right)_{0}
$$

(M1), (M2), (M4), and (M5) are clearly satisfied. If $\Lambda \in \mathcal{F}, \Lambda \subset X$, and $\xi^{\prime} \in$ $\Omega_{\cup\{M(x): x \in X\}}^{\prime}$, take $x_{0} \in \Lambda$ and let $\eta^{\prime}=\tau^{x_{0}} \xi^{\prime} \mid M^{\prime \prime}$. There exists $\eta^{*} \in \Omega^{\prime}$ such that $\eta^{*}\left|M^{\prime}=\eta^{\prime}\right| M^{\prime}=\tau^{x_{0}} \xi^{\prime} \mid M^{\prime}$; therefore, if $x \in \Lambda$, we have $\eta^{*} \mid M+\left(x-x_{0}\right)=$ $\tau^{x_{0}} \xi^{\prime} \mid M+\left(x-x_{0}\right)$ by definition of $M^{\prime}$. Notice that

$$
\begin{aligned}
F_{x}\left(\xi^{\prime} \mid M(x)\right) & =F_{x}\left(\tau^{-x} \tau^{x-x_{0}}\left(\tau^{x_{0}} \xi^{\prime} \mid M^{\prime \prime}+\left(x-x_{0}\right)\right)\right) \\
& =F_{x}\left(\tau^{-x} \tau^{x-x_{0}}\left(\eta^{*} \mid M^{\prime \prime}+\left(x-x_{0}\right)\right)\right) \\
& =\left(F \tau^{x-x_{0}} \eta^{*}\right)_{0}=\left(F \eta^{*}\right)_{x-x_{0}}
\end{aligned}
$$

and therefore (M3) holds.

### 4.10 Corollary

(a) If $F: \Omega^{\prime} \mapsto \Omega$ is an equivariant homeomorphism, then $F$ is a $\mathbf{Z}^{\nu}$ isomorphism.
(b) For each $\mathbf{Z}^{\nu}$-lattice system $\left(\mathbf{Z}^{\nu}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{G}}\right)$ there is a $\mathbf{Z}^{\nu}$-isomorphism

$$
F:\left(\mathbf{Z}^{v}, \Omega_{0}^{\prime},\left({\overline{\Omega^{\prime}}}_{\Lambda^{\prime}}\right)_{\Lambda^{\prime} \in \mathcal{Y}^{\prime}}\right) \mapsto\left(\mathbf{Z}^{v}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right),
$$

where $T^{\prime}$ consists of the two-point sets $\{x, y\}$ such that $x$ and $y$ are nearest neighbors, i.e. $\sum_{i=1}^{\nu}\left|x_{i}-y_{i}\right|=1$.

The proof of (a) is immediate.
To prove (b) let $M(x)=\left\{y \in \mathbf{Z}^{\nu}: \max _{i}\left|x_{i}-y_{i}\right| \leqslant l\right\}$, where $l \geqslant 0$ is such that if $x \in \Lambda \in \mathcal{F}$, then $\Lambda \subset M(x)$. Let also $\Omega_{x}^{\prime}=\Omega_{M(x)}$. As announced, we take

$$
\mathcal{F}^{\prime}=\{\{x, y\}: \mathrm{x} \text { and } \mathrm{y} \text { are nearest neighbors }\} .
$$

If $\{x, y\} \in \mathcal{F}^{\prime}$ we let

$$
\bar{\Omega}^{\prime}{ }_{\{x, y\}}=\left\{(\xi, \eta) \in \Omega_{M(x)} \times \Omega_{M(y)}: \xi|M(x) \cap M(y)=\eta| M(x) \cap M(y)\right\}
$$

The map $F: \Omega^{\prime} \mapsto \Omega$ such that $\left(F \xi^{\prime}\right)_{x}=\left(\xi_{x}^{\prime}\right)_{x}$ is an equivariant homeomorphism; hence, by (a), it is a $\mathbf{Z}^{\nu}$-isomorphism.

### 4.11 Remark

The results of Chapter 2 apply immediately to $\mathbf{Z}^{\nu}$-morphisms and translationally invariant interactions. In particular if $\Phi \in \mathscr{B}\left(\mathbf{Z}^{\nu}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$, and $F$ is a $\mathbf{Z}^{v}$-morphism, then $F^{*} \Phi \in \mathscr{B}\left(\mathbf{Z}^{v}, \Omega_{0}^{\prime},\left(\bar{\Omega}^{\prime}{ }_{\Lambda^{\prime}}\right)_{\Lambda^{\prime} \in \mathscr{F}}\right)$, as follows from the norm estimate in Section 2.3.

### 4.12 Proposition

Let $F:\left(\mathbf{Z}^{v}, \Omega_{0}^{\prime},\left(\bar{\Omega}^{\prime}{ }_{\Lambda^{\prime}}\right)_{\Lambda^{\prime} \in \mathcal{F}^{\prime}}\right) \mapsto\left(\mathbf{Z}^{v}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$ be a $\mathbf{Z}^{v}$-morphism.
(a) If $\sigma^{\prime}$ is any $\tau$-invariant state on $\Omega^{\prime}$, then $s\left(\sigma^{\prime}\right) \geqslant s\left(F \sigma^{\prime}\right)$, and

$$
\sigma^{\prime}\left(A_{F^{*} \Phi}\right)=\left(F \sigma^{\prime}\right)\left(A_{\Phi}\right)
$$

(b) If $F$ is a $\mathbf{Z}^{\nu}$-isomorphism, then $P^{F^{*} \Phi}=P^{\Phi}$.

We have $S\left(\sigma_{\cup\{M(x): x \in \Lambda\}}^{\prime}\right) \geqslant S\left(\left(F \sigma^{\prime}\right)_{\Lambda}\right)$; hence $s\left(\sigma^{\prime}\right) \geqslant s\left(F \sigma^{\prime}\right)$. Furthermore

$$
\begin{aligned}
\sigma^{\prime}\left(A_{F^{*} \Phi}\right) & =-\sum_{X^{\prime} \ni 0} \frac{1}{\left|X^{\prime}\right|} \sigma^{\prime}\left(\left(F^{*} \Phi\right) \circ \alpha_{X^{\prime}}\right) \\
& =-\sum_{X^{\prime} \ni 0} \sum_{X: \cup\{M(x): x \in X\}=X^{\prime}} \frac{1}{\left|X^{\prime}\right|} \sigma^{\prime}\left(\Phi \circ \alpha_{X} \circ F\right) \\
& =-\sum_{X: \cup\{M(x): x \in X\} \ni 0} \frac{1}{|\cup\{M(x): x \in X\}|}\left(F \sigma^{\prime}\right)\left(\Phi \circ \alpha_{x}\right) \\
& =-\sum_{X \ni 0} \frac{1}{|X|}\left(F \sigma^{\prime}\right)\left(\Phi \circ \alpha_{X}\right) \\
& =\left(F \sigma^{\prime}\right)\left(A_{\Phi}\right)
\end{aligned}
$$

This proves (a); (b) follows from (a) and the variational principle for $P$ (Theorem 3.12).

### 4.13 Restriction of $\mathbf{Z}^{\nu}$ to a subgroup $G$

Let $G$ be a subgroup of finite index of $\mathbf{Z}^{\nu}$ (hence $G$ is isomorphic to $\mathbf{Z}^{\nu}$ ) and let $\left(\mathbf{Z}^{v}, \Omega_{0}^{\prime},\left(\bar{\Omega}_{\Lambda^{\prime}}^{\prime}\right)_{\Lambda^{\prime} \in \mathcal{F}^{\prime}}\right)$ be a $\mathbf{Z}^{\nu}$-lattice system. Choose $M(0) \subset \mathbf{Z}^{v}$ to contain exactly one element of each residue class of $\mathbf{Z}^{\nu} \bmod G$, and let $M(x)=M(0)+x$ for each $x \in G$. The family $(M(x))_{x \in G}$ is a partition of $\mathbf{Z}^{v}$, and the construction of Example 2.2 yields an isomorphism $F:\left(\mathbf{Z}^{\nu}, \Omega_{0}^{\prime},\left(\bar{\Omega}^{\prime}{ }_{\Lambda^{\prime}}\right)_{\Lambda^{\prime} \in \mathcal{F}^{\prime}}\right) \mapsto$ $\left(G, \Omega_{M(0)}^{\prime},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$. (Note that this isomorphism is not a $\mathbf{Z}^{\nu}$-morphism if $G \neq \mathbf{Z}^{\nu}$.) We shall say that the $G$-lattice system $\left(G, \Omega_{M(0)}^{\prime},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$ is obtained from $\left(\mathbf{Z}^{\nu}, \Omega_{0}^{\prime},\left(\bar{\Omega}^{\prime}{\Lambda^{\prime}}^{\prime}\right)_{\Lambda^{\prime} \in \mathcal{J}^{\prime}}\right)$ by restriction of $\mathbf{Z}^{v}$ to the subgroup $G$. This definition is unique only up to $G$-isomorphism, because of the arbitrariness of the choice of $M(0)$.

### 4.14 Proposition

With the above notation, let $\Phi^{\prime} \in \mathscr{B}\left(\mathbf{Z}^{\nu}, \Omega_{0}^{\prime},\left(\bar{\Omega}^{\prime}{ }_{\Lambda^{\prime}}\right)_{\Lambda^{\prime} \in \mathcal{F}}\right)$ and $\Phi^{\prime *}=\left(F^{-1}\right)^{*} \Phi^{\prime}$ (we define $\left(F^{-1}\right)_{x}$ to be the restriction map $\Omega_{M(a)}^{\prime} \mapsto \Omega_{x}^{\prime}$ when $\left.x \in M(a)\right)$. Then $\Phi^{* *} \in \mathscr{B}\left(G, \Omega_{M(0)}^{\prime},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \xi}\right)$.
(a) If $\sigma$ is any $\tau_{G}$-invariant state on $\Omega$, then

$$
\sigma\left(A_{\Phi^{\prime} *} \circ F\right)=\sum_{x \in M(0)} \tau^{x} \sigma\left(A_{\Phi^{\prime}}\right) .
$$

(b) The pressure for the interaction $\Phi^{\prime *}$ and the group $G$ is

$$
P^{\Phi^{\prime} *}=|M(0)| P^{\Phi^{\prime}} .
$$

Similarly, if $A$ is real continuous on $\Omega^{\prime}$

$$
P\left(\sum_{x \in M(0)} A \circ \tau^{x} \circ F^{-1}\right)=|M(0)| P(A) .
$$

That $\Phi^{* *} \in \mathscr{B}$ follows from the norm estimate in Section 2.3 and the fact that $\Phi^{* *}$ is clearly $G$-invariant.

We have

$$
\begin{aligned}
A_{\Phi^{*}}(F \xi) & =-\sum_{x \subset G}^{*}\left(\left(F^{-1}\right)^{*} \Phi^{\prime}\right)(F \xi \mid X) \\
& =-\sum_{x \subset G}^{*} \sum_{X^{\prime}:\left\{a \in G: X^{\prime} \cap M(a) \neq \varnothing\right\}=X} \Phi^{\prime}\left(\xi \mid X^{\prime}\right) .
\end{aligned}
$$

For each finite $Y^{\prime} \subset \mathbf{Z}^{v}$ and $x \in M(0)$, exactly one translate $X^{\prime}$ of $Y^{\prime}+x$ by an element of $G$ occurs in the sum on the right-hand side. This proves (a).

To prove (b) we apply the variational principle for $P$ (Theorem 3.12), making use of (a) and of the following easily verified facts:
(i) the entropy of $\sigma$ with respect to $G$ is equal to the entropy of $\tau^{x} \sigma$, and therefore to the entropy of $\sigma^{\prime}=|M(0)|^{-1} \Sigma_{x \in M(0)} \tau^{x} \sigma$ with respect to $G$,
(ii) the entropy of $\sigma^{\prime}$ with respect to $G$ is $|M(0)|$ times its entropy with respect to $\mathbf{Z}^{\nu}$.

### 4.15 Undecidability and non-periodicity

The following curious facts are known about $\mathbf{Z}^{2}$-lattice systems (for a readable account of (a)-(c), see Robinson [1]).
(a) Let $F^{\prime}$ denote the set of nearest-neighbor two-point subsets of $\mathbf{Z}^{2}$ (see Corollary $4.10(\mathrm{~b})$ ). Consider the following data: a finite set $\Omega_{0}$, and a translation
invariant family $\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{G}^{\prime}}$ such that $\bar{\Omega}_{\Lambda} \subset\left(\Omega_{0}\right)^{\Lambda}$. The problem of finding when these data determine a non-empty configuration space

$$
\Omega=\left\{\xi \in\left(\Omega_{0}\right)^{\mathbf{Z}^{2}}:\left(\forall \Lambda \in \mathcal{F}^{\prime}\right) \xi \mid \Lambda \in \bar{\Omega}_{\Lambda}\right\}
$$

is undecidable (Berger [1]).
(b) There is a $\mathbf{Z}^{2}$-lattice system as in (a) with no periodic configuration, i.e., if $\xi \in \Omega$ and $\tau^{a} \xi=\xi$, then $a=0$. An example with $\left|\Omega_{0}\right|=56$ and zero topological entropy (see Section 6.20) has been constructed by Robinson [1]. The existence of a $\mathbf{Z}^{2}$-lattice system with no periodic configuration is an ingredient in the proof of the undecidability property of (a), and is in turn implied by this property.
(c) Robinson [1] has constructed a system as in (a), with $\left|\Omega_{0}\right|=36$, for which the following completion problem is undecidable: for an arbitrary finite $\Lambda \subset \mathbf{Z}^{2}$ and $\xi \in \Omega_{\Lambda}$, find if there exists $\xi^{*} \in \Omega$ with $\xi^{*} \mid \Lambda=\xi$.
(d) Let $K(l)=\left\{x \in \mathbf{Z}^{2}:\left|x_{1}\right| \leqslant l,\left|x_{2}\right| \leqslant l\right\}$. Using the $\mathbf{Z}^{2}$-lattice system of (c), we define $F$ to be the smallest function from the positive integers to the positive integers with the following property. An element $\xi \in \Omega_{k(l)}$ can be extended to some $\xi^{*} \in \Omega$ if and only if it can be extended to some $\xi^{* *} \in \Omega_{K(F(l))}$. Since the completion problem in (c) is undecidable, $F$ is not a computable function. In particular it grows extremely fast. This shows that, while the conditions $\xi \mid \Lambda \in \bar{\Omega}_{\Lambda}$ extend only over nearest-neighbor pairs $\Lambda \in \mathcal{F}^{\prime}$, the effect of these conditions propagates over extremely large distances.

## Notes

Dobrushin [2] showed that translation invariant Gibbs states are equilibrium states. The converse is due to Lanford and Ruelle [1]. The equivalence of the two notions is the main result of this chapter, and is of central importance in statistical mechanics. As an application, a theorem of "strict convexity of the pressure" is proved, following Griffiths and Ruelle [1]. The rest of the chapter is devoted to general results on morphisms compatible with the action of $\mathbf{Z}^{\nu}$.

## Exercises

1. Let $A_{1}, A_{2} \in \mathcal{C}_{\Delta}, \Delta$ finite, and suppose that, for some $\sigma_{0} \in I, \sigma_{0}\left[A_{1}\right.$. $\left(A_{2} \circ \tau^{x}\right)$ ] does not have a limit when $x \rightarrow \infty$. There is then an ergodic
equilibrium state $\sigma$ for some interaction $\Phi \in \mathcal{B}$, such that $\sigma\left[A_{1} \cdot\left(A_{2} \circ \tau^{x}\right)\right]$ does not have a limit when $x \rightarrow \infty$. In particular $\sigma$ is not a pure Gibbs state for $\Phi$. [See Israel [1], Theorem 5. Define

$$
\begin{aligned}
2= & \left\{\frac{1}{2} \sum_{x \in \mathbf{Z}^{\prime}}\left(b_{x} A_{1} \cdot\left(A_{2} \circ \tau^{x}\right)+b_{-x}\left(A_{1} \circ \tau^{x}\right) \cdot A_{2}\right)\right. \\
& \left.: b_{x} \in \mathbf{R}, \sum_{x \in S}\left|b_{x}\right|<+\infty\right\}
\end{aligned}
$$

and proceed as in the proof of Lemma 3.19. This gives $\sigma^{\prime}$ (not necessarily ergodic) with the desired property. There is also a state $\sigma$ in the ergodic decomposition of $\sigma^{\prime}$ with the property, and Theorem 1.11 implies that $\sigma$ is not a pure Gibbs state.]
2. We assume that $\mathscr{F}=\emptyset$, i.e. $\Omega=\left(\Omega_{0}\right)^{\mathbf{Z}^{v}}$. Let $\mathscr{S}_{0} \subset \mathfrak{B}$ be the subspace of interactions $\Phi$ such that

$$
\sum_{\xi \in \Omega_{\Lambda}} \Phi(\xi \vee \eta)=0
$$

for all pairs of disjoint finite sets $\Lambda, M$, and all $\eta \in \Omega_{M}$. If $\Omega_{0}=\{0,1\}$, let $\mathscr{S}_{1} \subset \mathscr{B}$ be the subspace of interactions $\Phi$ such that $\Phi(\xi \mid X)=0$ unless $\xi_{x}=1$ for all $x \in \Lambda$. Prove the following statements for $\mathcal{S}=\delta_{0}$ and for $\mathfrak{s}=s_{1}$.
(a) If $\sigma$ is a Gibbs state for both $\Phi$ and $\Phi^{\prime}$, where, $\Phi^{\prime}, \Phi \in \mathscr{s}$, then $\Phi=\Phi^{\prime}$.
(b) If $\Phi$ and $\Phi^{\prime}$ are physically equivalent, and $\Phi, \Phi^{\prime} \in \mathscr{5}$, then $\Phi=\Phi^{\prime}$.
(c) The restriction of $P$ to $\delta$ is strictly convex.
[See Griffiths and Ruelle [1]. To prove (a) observe that, by Remark 1.14, $\operatorname{supp} \sigma=\Omega$. Since $\sigma$ is a Gibbs state, the ratios

$$
\frac{\exp \left[-U_{\Lambda}\left(\xi_{\Lambda}\right)-W_{\Lambda \Lambda} \mathbf{z}^{\prime} \backslash \Lambda\left(\xi_{\Lambda} \vee \eta\right)\right]}{\exp \left[-U_{\Lambda}\left(\xi_{\Lambda}^{\prime}\right)-W_{\Lambda, \mathbf{z}^{\prime} \backslash \Lambda}\left(\xi_{\Lambda}^{\prime} \vee \eta\right)\right]}
$$

(with $\xi, \xi^{\prime} \in \Omega_{\Lambda}, \eta \in \Omega_{\mathbf{z}^{\prime} \backslash \Lambda}$ ) are the same for $\Phi$ and $\Phi^{\prime}$. In the case of $\mathscr{\delta}_{0}$, define "partial traces" $T_{x}: \mathcal{C} \rightarrow \mathfrak{C}_{x}$ for $X$ finite by

$$
\left(T_{x} A\right)(\xi)=\lim _{M \rightarrow \mathbf{Z}^{\nu}}\left|\Omega_{M \backslash X}\right|^{-1} \sum_{\eta \in \Omega_{M \backslash X}} A((\xi \mid X) \vee \eta) .
$$

Using $T_{\Lambda}$, one see that $U_{\Lambda}\left(\xi_{\Lambda}\right)-U_{\Lambda}\left(\xi_{\Lambda}^{\prime}\right)$ is the same for $\Phi, \Phi^{\prime}$. One obtains $\Phi\left|\Omega_{X}=\Phi^{\prime}\right| \Omega_{X}$ by induction on $|X|$. In the case of $\mathscr{s}_{1}$, take $\eta$ such that $\eta_{x}=0$ for all $x \in \mathbf{Z}^{v} \backslash \Lambda$. This gives that $U_{\Lambda}\left(\xi_{\Lambda}\right)-U_{\Lambda}\left(\xi_{\Lambda}^{\prime}\right)$ is the same for
$\Phi, \Phi^{\prime}$, and one obtains again $\Phi\left|\Omega_{X}=\Phi^{\prime}\right| \Omega_{X}$ by induction on $|X|$. For (b) and (c), see Section 4.7.]
3. Let $\Omega_{0}=\{0,1\}$ and assume that if, for some finite $\Lambda \subset \mathbf{Z}^{v}, \xi \in\left(\Omega_{0}\right)^{Z^{v}}$ satisfies $\xi \mid \Lambda \in \Omega_{\Lambda}$ and $\xi_{x}=0$ for $x \notin \Lambda$, then $\xi \in \Omega$. Show that the results of Exercise 2, with $\mathfrak{S}=\mathfrak{s}_{1}$, extend to such a $\mathbf{Z}^{\nu}$-lattice system (called "lattice gas with hard cores").

## 5

## One-dimensional systems

The theory of Gibbs states on a "lattice" $\mathbf{Z}^{v}$ is best understood in the onedimensional case, $v=1$, which we shall now study. A Z-lattice system $\left(\mathbf{Z}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$ is also called a subshift of finite type. Notice that here $\tau^{a}$ may be interpreted as the $a$ th power of the "shift" $\tau=\tau^{1}$.

Going over to a Z-isomorphic system (see Corollary 4.10(b)), we may assume that $\mathfrak{F}$ consists of the two-point sets $\{x, x+1\}$. Let $t$ be the square matrix indexed by $\Omega_{0} \times \Omega_{0}$, with elements

$$
t_{i j}= \begin{cases}1 & \text { if } \quad(i, j) \in \bar{\Omega}_{\{x, x+1\}} \\ 0 & \text { if } \quad(i, j) \notin \bar{\Omega}_{\{x, x+1\}} .\end{cases}
$$

Then $\xi \in\left(\Omega_{0}\right)^{\mathbf{Z}}$ is an element of $\Omega$ if and only if

$$
t_{\xi_{x}, \xi_{x+1}}=1 \quad \text { for all } \quad x \in \mathbf{Z}
$$

In what follows it will be convenient to use the notation $\left(\Omega_{0}, t\right)$ for this $\mathbf{Z}$-lattice system. We shall also assume, as we may, that for each $i \in \Omega_{0}$ there exists $\xi \in \Omega$ such that $\xi_{0}=i$.

We say that a Z-lattice system is transitive if the action of $\tau$ on $\Omega$ is topologically + transitive* - i.e., given two non-empty open sets $U, V \subset \Omega$, and $N \geqslant 0$, there exists $n>N$ such that $U \cap \tau^{n} V \neq \emptyset$. For $\left(\Omega_{0}, t\right)$ to be transitive it is necessary and sufficient that, for all $i, j \in \Omega_{0}$, one can choose an integer $a>0$ such that $\left(t^{a}\right)_{i j}>0$.

We say that a Z-lattice system is mixing if the action of $\tau$ on $\Omega$ is topologically mixing $^{\dagger}$ - i.e., given two non-empty open sets $U, V \subset \Omega$ there exists $N \geqslant 0$ such that $U \cap \tau^{n} V \neq \varnothing$ for all $n>N$. For $\left(\Omega_{0}, t\right)$ to be mixing it is necessary

[^11]and sufficient that one can choose an integer $a>0$ such that $\left(t^{a}\right)_{i j}>0$ for all $i, j \in \Omega_{0}$.

Let $\mathscr{B}_{1}=\mathscr{B}_{1}\left(\mathbf{Z}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$ be the Banach space of translation invariant interactions with the norm

$$
\begin{equation*}
\|\Phi\|_{1}=|\Phi|+|\Phi|_{1}, \tag{5.1}
\end{equation*}
$$

where

$$
\begin{equation*}
|\Phi|_{1}=\sum_{X \ni 0} \frac{\operatorname{diam} X}{|X|} \sup _{\xi \in \Omega_{X}}|\Phi(\xi)|<+\infty \tag{5.2}
\end{equation*}
$$

and $\operatorname{diam}\left\{x_{1}, \ldots, x_{l}\right\}=x_{l}-x_{1}$ if $x_{1}<\cdots<x_{l}$. Notice that $\mathscr{B}_{1} \subset \mathscr{B}$ and $\left\|\left\|_{1} \geqslant\right\|\right\|$ (see also Remark 5.17 below).

Let $R \subset\{x \in \mathbf{Z}: x<a\}, S \subset\{x \in \mathbf{Z}: x \geqslant a\}$. If $\Phi \in \mathscr{B}_{1}, W_{R S}$ is well defined even for infinite $R, S$, and we have

$$
\begin{equation*}
\left|W_{R, S}(\xi)\right| \leqslant \sum_{\substack{X: X \cap R \neq \emptyset, X \cap S \neq \emptyset}}|\Phi(\xi \mid X)| \leqslant|\Phi|_{1} \tag{5.3}
\end{equation*}
$$

### 5.1 Lemma

If $F:\left(\mathbf{Z}, \Omega_{0}^{\prime},\left(\bar{\Omega}_{\Lambda^{\prime}}^{\prime}\right)_{\Lambda^{\prime} \in \mathcal{F}}\right) \mid \rightarrow\left(\mathbf{Z}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$ is a $\mathbf{Z}$-morphism, and $\Phi \in$ $\mathscr{B}_{1}\left(\mathbf{Z}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$, then $F^{*} \Phi \in \mathscr{B}_{1}\left(\mathbf{Z}, \Omega_{0}^{\prime},\left(\bar{\Omega}^{\prime}{ }_{\Lambda^{\prime}}\right)_{\Lambda^{\prime} \in \mathscr{F}}\right)$ and the map $F^{*}$ is continuous.

From section 2.3 we find indeed

$$
\left|F^{*} \Phi\right| \leqslant|M(0)| \cdot|\Phi|,
$$

and similarly

$$
\left|F^{*} \Phi\right|_{1} \leqslant|M(0)| \cdot\left[(\operatorname{diam} M(0)) \cdot|\Phi|+|\Phi|_{1}\right] .
$$

Theorems 5.2 and 5.3 below show that the study of Gibbs states on a Zlattice system, with an interaction $\Phi \in \mathscr{B}_{1}$, reduces to the study of Gibbs states on mixing $\mathbf{Z}$-lattice systems.

### 5.2 Theorem

Given a Z-lattice system $\left(\mathbf{Z}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$, there exist finitely many transitive ( $\Omega_{0}^{(\alpha)}, t^{(\alpha)}$ ), and injective $\mathbf{Z}$-morphisms

$$
F^{(\alpha)}:\left(\Omega_{0}^{(\alpha)}, t^{(\alpha)}\right) \mapsto\left(\mathbf{Z}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)
$$

such that
(a) the images $F^{(\alpha)} \Omega^{(\alpha)}$ are disjoint;
(b) every Gibbs state for an interaction $\Phi \in \mathscr{B}_{1}$ is a convex combination of Gibbs states $F^{(\alpha)} \sigma^{(\alpha)}$ where $\sigma^{(\alpha)}$ is a Gibbs state for $F^{(\alpha) *} \Phi$ on $\left(\Omega_{0}^{(\alpha)}, t^{(\alpha)}\right)$.
(c) If $\xi \in \Omega$ is periodic (i.e., $\tau^{p} \xi=\xi$ with $p>0$ ), then $\xi$ is in one of the $F^{(\alpha)} \Omega^{(\alpha)}$.

### 5.3 Theorem

Given a transitive $\mathbf{Z}$-lattice system $\left(\mathbf{Z}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$, there exists an integer $N>0, N$ mixing $N \mathbf{Z}$-lattice systems ${ }^{*}\left(\Omega_{0}^{(\beta)}, t^{(\beta)}\right)$, and injective $N \mathbf{Z}$ morphisms

$$
F^{(\beta)}:\left(\Omega_{0}^{(\beta)}, t^{(\beta)}\right) \rightarrow\left(N \mathbf{Z}, \Omega_{M(0)},\left(\bar{\Omega}_{\Lambda^{\prime}}^{\prime}\right)_{\Lambda^{\prime} \in \mathscr{F}}\right)
$$

where $\left(N \mathbf{Z}, \Omega_{M(0)},\left(\bar{\Omega}_{\Lambda^{\prime}}^{\prime}\right)_{\Lambda^{\prime} \in \mathcal{F}^{\prime}}\right)$ is obtained from $\left(\mathbf{Z}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$ by restriction of $\mathbf{Z}$ to the subgroup $N \mathbf{Z}$, with the following properties.
(a) The images $F^{(\beta)} \Omega^{(\beta)}$ form a partition of $\Omega$ and are cyclically permuted by $\tau$.
(b) Let $\Phi \in \mathcal{B}_{1}\left(\mathbf{Z}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$ and $\Phi^{*}$ be the corresponding interaction for $\left(N \mathbf{Z}, \Omega_{M(0)},\left({\overline{\Omega^{\prime}}}_{\Lambda^{\prime}}\right)_{\Lambda^{\prime} \in \mathcal{F}}\right)$ defined in Proposition 4.14. Then every Gibbs state for $\Phi$ is a convex combination of Gibbs states $F^{(\beta)} \sigma^{(\beta)}$ where $\sigma^{(\beta)}$ is the unique Gibbs state for $F^{(\beta) *} \Phi^{*}$ on $\left(\Omega_{0}^{(\beta)}, t^{(\beta)}\right)$.
(c) If $\xi \in \Omega$ is periodic and $\tau^{p} \xi=\xi$, then $p$ is a multiple of $N$.

To prove the above theorems we shall assume, as we may, that $\left(\mathbf{Z}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)=\left(\Omega_{0}, t\right)$. There exists an integer $J>0$ such that $\left(t^{2 J}\right)_{i j}>0$ if and only if $\left(t^{J}\right)_{i j}>0$. [Clearly one can find integers $k, l>0$ such that $l \geqslant 2 k$ and $\left(t^{k}\right)_{i j}>0$ if and only if $\left(t^{l}\right)_{i j}>0$. Take $J=l^{2}-k l$ and notice that $J=l k+(l-2 k) l, 2 J=l l+(l-2 k) l$.]

Define

$$
(i \prec j) \Leftrightarrow\left(t^{J}\right)_{i j}>0
$$

The relation $\prec$ is independent of the choice of $J$ [because $i \prec j$ is equivalent to $\left(t^{J J^{\prime}}\right)_{i j}>0$ for every integer $J^{\prime}>0$ ]. Furthermore $i \prec j$ and $j \prec k$ imply $i \prec k$. On the set $\left\{i \in \Omega_{0}: i \prec i\right\}$ we define the equivalence relation $\sim$ by

$$
(i \sim j) \Leftrightarrow(i \prec j \text { and } j \prec i)
$$

[^12]Let [ $i$ ] be the equivalence class of $i$ for this relation. An order $\prec$ among equivalence classes is defined by*

$$
([i] \prec[j]) \Leftrightarrow(i \prec j) .
$$

### 5.4 Lemma

Let $a, b \in \mathbf{Z}, a<b$, and

$$
\Lambda=\{x \in \mathbf{Z}: a J<x<b J\}, \quad M=\{x \in \mathbf{Z}:(a-1) J<x<(b+1) J\}
$$

There exists $K>0$, independent of $a, b$, such that if $\eta, \eta^{\prime} \in \Omega_{\mathbf{z}} \backslash M$ and

$$
\left[\eta_{(a-1) J}\right]=\left[\eta_{(a-1) J}^{\prime}\right] \prec\left[\eta_{(b+1) J}\right]=\left[\eta_{(b+1) J}^{\prime}\right]
$$

then

$$
\begin{equation*}
\left(\alpha_{\Lambda M} \mu_{(M) \eta}\right)\{\xi\} \leqslant K\left(\alpha_{\Lambda M} \mu_{(M) \eta^{\prime}}\right)\{\xi\} \tag{5.4}
\end{equation*}
$$

First we notice that if $\zeta, \zeta^{\prime} \in \Omega$ and $\zeta\left|\Lambda=\zeta^{\prime}\right| \Lambda$, then

$$
\exp \left[-U(\zeta \mid M)-W_{M, \mathbf{Z} \backslash M}(\zeta)\right] \leqslant K_{1} \exp \left[-U\left(\zeta^{\prime} \mid M\right)-W_{M, \mathbf{Z} \backslash M}\left(\zeta^{\prime}\right)\right]
$$

where $K_{1}=\exp \left[2 \times 2 \times\left(2|\Phi|_{1}+J|\Phi|\right)\right]$. Therefore

$$
\leqslant K_{2} \sum_{\substack{\zeta^{*}: \zeta^{*}\left|\Lambda=\zeta, \zeta^{*}\right|(\mathbf{Z} \backslash M)=\eta}} \exp \left[-U\left(\zeta^{*} \mid M\right)-W_{M, \mathbf{Z} \backslash M}\left(\zeta^{*}\right)\right],
$$

where $K_{2}=\left|\Omega_{0}\right|^{2 J} K_{1}$. Summing over $\zeta$ and interchanging $\eta, \eta^{\prime}$ yields

$$
\begin{array}{r}
\sum_{\zeta^{*}: \zeta^{*} \mid(\mathbf{Z} \backslash M)=\eta} \exp \left[-U\left(\zeta^{*} \mid M\right)-W_{M, \mathbf{Z} \backslash M}\left(\zeta^{*}\right)\right] \\
\geqslant \sum_{\zeta^{*}: \zeta^{*} \mid(\mathbf{Z} \backslash M)=\eta^{\prime}} \exp \left[-U\left(\zeta^{*} \mid M\right)-W_{M, \mathbf{Z} \backslash M}\left(\zeta^{*}\right)\right] \tag{5.6}
\end{array}
$$

Dividing (5.5) by (5.6) yields (5.4) with $K=\left(K_{2}\right)^{2}$.

[^13]
### 5.5 Proof of theorems 5.2 and 5.3

Given classes [ $i$ ], [ $j$ ], define a function $C$ on $\Omega$ by

$$
C(\xi)= \begin{cases}1 & \text { if } \lim _{n \rightarrow-\infty}\left[\xi_{n J}\right]=[i] \quad \text { and } \quad \lim _{n \rightarrow+\infty}\left[\xi_{n J}\right]=[j] \\ 0 & \text { otherwise }\end{cases}
$$

For any probability measure $\sigma$ on $\Omega, C$ belongs to the algebra at infinity (see Section 1.10), and therefore if $\sigma$ is a pure (= extremal) Gibbs state, $C$ is almost everywhere 0 or 1 . Therefore, given a pure Gibbs state $\sigma$ for an interaction $\Phi \in \mathscr{B}$, there are (uniquely defined) classes $[i],[j]$ such that

$$
\lim _{n \rightarrow-\infty}\left[\xi_{n J}\right]=[i], \quad \lim _{n \rightarrow+\infty}\left[\xi_{n J}\right]=[j]
$$

$\sigma$-almost everywhere.
Suppose first that $[i] \neq[j]$. Given $\varepsilon>0$, there exists $N$ such that

$$
\sigma\left(\left\{\xi:\left[\xi_{n J}\right]=[i] \text { for } n \leqslant-N \text { and }\left[\xi_{n J}\right]=[j] \text { for } n \geqslant N\right\}\right)>1-\varepsilon
$$

Since $\sigma$ is a Gibbs state, we can estimate the probability $p_{-}$that $\left[\xi_{-N J}\right]=[i]$ in terms of $\mu_{(M) \eta}\{\xi\}$, where $M$ is a large interval centered at $-N J$ and

$$
\left[\eta_{n J}\right]= \begin{cases}{[i]} & \text { for } \quad n<0 \\ {[j]} & \text { for } \quad n>0\end{cases}
$$

Similarly for the probability $p_{+}$that $\left[\xi_{n J}\right]=[i]$. By translation invariance of $\Phi$ and Lemma 5.4 we have

$$
p_{-} \leqslant K p_{+}
$$

This is incompatible with $p_{-}>1-\varepsilon, p_{+}<\varepsilon$ if $\varepsilon$ has been chosen sufficiently small. Therefore we cannot have $[i] \neq[j]$.

Suppose now that $[i]=[j]$. We show that there is only one pure Gibbs state in this situation. Let $\Lambda, M$ be as in Lemma 5.4, and $\left[\eta_{n J}\right]=\left[\eta_{n J}^{\prime}\right]=[i]$ for all $n$. Fixing $\eta^{\prime}$, we define

$$
\tilde{\mu}_{(\Lambda) \eta}\{\xi\}=\left(\alpha_{\Lambda M} \mu_{(M) \eta}\right)\{\xi\}-\frac{1}{K}\left(\alpha_{\Lambda M} \mu_{(M) \eta^{\prime}}\right)\{\xi\} \geqslant 0 .
$$

Then

$$
\left\|\tilde{\mu}_{(\Lambda) \eta}\right\|=\sum_{\xi \in \Omega_{\Lambda}} \tilde{\mu}_{(\Lambda)_{\eta}}\{\xi\}=1-K^{-1}
$$

If $\sigma, \sigma^{\prime}$ are two Gibbs states, we have

$$
\alpha_{\Lambda}\left(\sigma-\sigma^{\prime}\right)\{\xi\}=\int\left[\sigma_{\mathbf{Z} \backslash M}(d \eta)-\sigma_{\mathbf{Z} \backslash M}^{\prime}(d \eta)\right] \tilde{\mu}_{(\Lambda)_{\eta}}\{\xi\}
$$

hence

$$
\left\|\sigma-\sigma^{\prime}\right\|=\lim _{-a, b \rightarrow \infty}\left\|\alpha_{\Lambda}\left(\sigma-\sigma^{\prime}\right)\right\| \leqslant\left\|\sigma-\sigma^{\prime}\right\|\left(1-K^{-1}\right),
$$

so that $\left\|\sigma-\sigma^{\prime}\right\|=0$.
We have thus shown that for each pure Gibbs state $\sigma$ on $\left(\Omega_{0}, t\right)$ there is a different class $[i]$ such that $\sigma$ is carried by

$$
\Omega^{[i]}=\left\{\xi \in \Omega:\left[\xi_{n J}\right]=[i] \text { for all } n \in \mathbf{Z}\right\} .
$$

Let $\xi, \xi^{\prime} \in \Omega^{[i]}$ and $0<a<J$; then $\left(t^{a}\right)_{i \xi_{a}}>0$ and $\left(t^{J-a}\right)_{\xi_{a^{\prime}}{ }^{\prime}}>0$ for some $i, i^{\prime} \in[i]$. Since $\left(t^{J}\right)_{i, i^{\prime}}>0$, we have $\left(t^{2 J}\right)_{\xi_{a}^{\prime} \xi_{a}}>0$; hence $\xi_{a}^{\prime} \prec \xi_{a}$. Therefore $\xi_{a}$ and $\xi_{a}^{\prime}$ are in the same class $[j]$. This shows that $\tau^{a} \Omega^{[i]} \subset \Omega^{[j]}$. Therefore similarly $\tau^{J-a} \Omega^{[j]} \subset \Omega^{[i]}$, so that $\tau^{a} \Omega^{[i]}=\Omega^{[j]}$.

Let $\alpha$ be the set of classes [ $j$ ] such that $\Omega^{[j]}=\tau^{a} \Omega^{[i]}$ for some $a \in \mathbf{Z}$ (or equivalently $0 \leqslant a<J$ ). If $[j],[k] \in \alpha$ and $[j] \prec[k]$, we show that $[j]=[k]$. We have $\tau^{a} \Omega^{[k]}=\Omega^{[j]}$ for some $a, 0 \leqslant a<J$; hence $\left(t^{a}\right)_{k j}>0$ for some $j \in[j], k \in[k]$. On the other hand $[j] \prec[k]$ means $\left(t^{J}\right)_{j k}>0$; therefore $\left(t^{(l+1) a+l J}\right)_{k j}>0$ for all integers $l \geqslant 0$. Taking $l+1=J$ gives $k \prec j$, so that $[j]=[k]$. We have thus proved that distinct classes $[j],[k] \in \alpha$ are not comparable.

Let $\Omega_{0}^{(\alpha)} \subset \Omega_{0}$ be the union of the classes $[j] \in \alpha$, let $t^{(\alpha)}$ be the restriction of $t$ to $\Omega_{0}^{(\alpha)} \times \Omega_{0}^{(\alpha)}$, and let

$$
\Omega^{(\alpha)}=\left\{\xi \in\left(\Omega_{0}^{(\alpha)}\right)^{\mathbf{Z}}: t_{\xi_{x} \xi_{x+1}}^{(\alpha)}=1 \text { for all } x \in \mathbf{Z}\right\} .
$$

We define $F^{(\alpha)}: \Omega^{(\alpha)} \mapsto \Omega$ to be the inclusion map. If $\xi \in F^{(\alpha)} \Omega^{(\alpha)}$, let $\lim _{n \rightarrow-\infty}\left[\xi_{n J}\right]=[j]$ and $\lim _{n \rightarrow+\infty}\left[\xi_{n J}\right]=[k]$. Then $[j] \prec[k]$; hence $[j]=[k]$ and $\xi \in \Omega^{[j]}$. Therefore

$$
\begin{equation*}
F^{(\alpha)} \Omega^{(\alpha)}=\bigcup_{[j] \in \alpha} \Omega^{[j]} . \tag{5.7}
\end{equation*}
$$

We can now prove Theorem 5.2. First it is clear that for all $j, k \in \Omega_{0}^{(\alpha)}$ there is $a>0$ such that $\left(t^{a}\right)_{j k}>0$, and therefore $\left(\Omega_{0}^{(\alpha)}, t^{(\alpha)}\right)$ is transitive. It is easy to see that $F^{(\alpha)}$ is a $\mathbf{Z}$-morphism; the main point is to check that if $\xi \in \Omega^{(\alpha)}$ then $\sum_{F^{(\alpha) \xi}} \subset F^{(\alpha)} \Omega^{(\alpha)}$. Since we may (by (5.7)) suppose $F^{(\alpha)} \xi \in \Omega^{[j]}$, we have indeed $\sum_{F^{(\alpha) \xi}} \subset \Omega^{[i]} \subset F^{(\alpha)} \Omega^{(\alpha)}$. The distinct sets $\alpha$ of classes [i] which can be defined are disjoint, proving part (a) of Theorem 5.2. Remember now that every pure Gibbs state of $\Phi \in \mathscr{B}_{1}$ on $\Omega$ has its support in one of the $\Omega^{[i]}$ and therefore in one of the $F^{(\alpha)} \Omega^{(\alpha)}$. Such a state, restricted to $\Omega^{(\alpha)}$, is then also a Gibbs state for the restriction of $\Phi$ to $\cup\left\{\Omega_{X}^{(\alpha)}: X\right.$ finite $\}$, i.e. for $F^{(\alpha) *} \Phi$. This proves (b). The proof of (c) is immediate.

To prove Theorem 5.3, we assume that $\left(\Omega_{0}, t\right)$ is transitive, i.e., there is only one $\alpha$ and $\Omega=\Omega^{(\alpha)}$. Let $N$ be the number of distinct classes $[j]$ in $\alpha$, then the $\Omega^{[j]}$ are cyclically permuted by $\tau$ with period $N$, and (5.7) becomes

$$
\begin{equation*}
\Omega=\bigcup_{\beta=0}^{N-1} \tau^{-\beta} \Omega^{[i]} \tag{5.8}
\end{equation*}
$$

The map $x \mapsto N x$ is an isomorphism of $\mathbf{Z}$ on its subgroup $N \mathbf{Z}$. Restriction of $\mathbf{Z}$ to $N \mathbf{Z}$ in $\left(\Omega_{0}, t\right)$ yields a $N \mathbf{Z}$-lattice system which (in view of the isomorphism $\mathbf{Z} \mapsto N \mathbf{Z}$ ) may be considered as a Z-lattice system $\left(\Omega_{0}^{*}, t^{*}\right)$. Here we take $\Omega_{0}^{*}=$ $\Omega_{[0, N)}$, and if $\xi, \xi^{\prime} \in \Omega_{0}^{*}, \xi=\left(\xi_{0}, \xi_{1}, \ldots, \xi_{N-1}\right), \xi^{\prime}=\left(\xi_{0}^{\prime}, \xi_{1}^{\prime}, \ldots, \xi_{N-1}^{\prime}\right)$, we write $t_{\xi \xi^{\prime}}^{*}=t_{\xi_{N-1} \xi_{0}^{\prime}}$. For $\beta=0,1, \ldots, N-1$, let $\Omega_{0}^{(\beta)}=\left\{\left(\xi_{0}, \xi_{1}, \ldots, \xi_{N-1}\right) \in\right.$ $\left.\Omega_{0}^{*}: \xi_{\beta} \in[i]\right\}$. If $\xi, \xi^{\prime}$ belong to different $\Omega_{0}^{(\beta)}$, then $t_{\xi \xi^{\prime}}^{*}=0$. We let $t^{(\beta)}$ be the restriction of $t^{*}$ to $\Omega_{0}^{(\beta)} \times \Omega_{0}^{(\beta)}$. Define

$$
\Omega^{(\beta)}=\left\{\xi \in\left(\Omega_{0}^{(\beta)}\right)^{\mathbf{Z}}: t_{\xi_{x} \xi_{x+1}}^{(\beta)}=1 \text { for all } x \in \mathbf{Z}\right\}
$$

and $F^{(\beta)}: \Omega^{(\beta)} \mapsto \Omega$ be the inclusion; then

$$
F^{(\beta)} \Omega^{(\beta)}=\tau^{-\beta} \Omega^{[i]}=\Omega^{[j]}
$$

for some [ $j$ ]. Since $N$ is a divisor of $J,\left(\Omega_{0}^{(\beta)}, t^{(\beta)}\right)$ is mixing by definition of the equivalence classes [ $j$ ]. Part (a) of Theorem 5.3 follows then from (5.8). To prove (b) we notice that if $\Phi \in \mathscr{B}_{1}\left(\Omega_{0}, t\right)$, then the corresponding interaction $\Phi^{*}$ on $\left(\Omega^{*}, t^{*}\right)$ is in $\mathscr{B}_{1}\left(\Omega_{0}^{*}, t^{*}\right)$. It suffices then to apply Theorem 5.2(b) and the fact proved above that the pure Gibbs states are carried by the $\Omega^{[j]}$. The proof of (c) is immediate.

### 5.6 Corollaries to theorems 5.2 and 5.3

Let $\left(\mathbf{Z}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$ be a $\mathbf{Z}$-lattice system and $\Phi$ an interaction in $\mathscr{B}_{1}$.
(a) If $\left(\mathbf{Z}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$ is transitive, there is a unique equilibrium state,* which coincides with the unique translation invariant Gibbs state; its support is $\Omega$.
(b) If $\left(\mathbf{Z}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$ is mixing, there is a unique Gibbs state.
(c) In the situation of Theorem 5.2, we have (with $A \in \mathcal{C}$ )

$$
P^{\Phi}=\max _{\alpha} P^{F^{(\alpha)} * \Phi}, \quad P(A)=\max _{\alpha} P\left(A \circ F^{(\alpha)}\right)
$$

[^14](d) In the situation of Theorem 5.3, we have for all $\beta$
$$
P^{\Phi}=N^{-1} P^{F^{(\beta) *} \Phi^{*}}, \quad P(A)=N^{-1} P\left(\left(A+A \circ \tau+\cdots+A \circ \tau^{N-1}\right) \circ F^{(\beta)}\right)
$$

In the transitive case, an invariant Gibbs state is necessarily of the form

$$
\frac{1}{N} \sum_{\beta=0}^{N-1} \tau^{-\beta} \sigma
$$

where $\sigma$ is a Gibbs state with support in $\Omega^{[i]}$ and therefore unique. By remark 1.14 , $\operatorname{supp} \sigma=\Omega^{[i]}$. There is thus at most one invariant Gibbs state, and its support is $\Omega$. Since there is at least one equilibrium state, Theorem 4.2 proves (a); (b) is immediate.
(c) follows from the variational principle for $P$ (Theorem 3.12) and Proposition 4.12(a).
(d) follows from (c) and Proposition 4.14(b).

### 5.7 Theorem

Let $\Phi, \Phi^{\prime} \in \mathscr{B}_{1}$ for a transitive $\mathbf{Z}$-lattice system, and let $\rho, \rho^{\prime}$ be the corresponding equilibrium states. Then $\rho=\rho^{\prime}$ if and only if there exist $c \in \mathbf{R}$ and $C \in \mathcal{C}$ such that

$$
\begin{equation*}
A_{\Phi^{\prime}}-A_{\Phi}=c+C \circ \tau-C . \tag{5.9}
\end{equation*}
$$

In this formula c is uniquely determined by $\Phi^{\prime}-\Phi$, and $C$ is determined up to an additive constant.

If (5.9) holds, then $P\left(A_{\Phi^{\prime}}+B\right)=P\left(A_{\Phi}+B\right)+c$ for all $B \in \mathcal{C}$ (Theorem 3.4), and it follows that $\rho=\rho^{\prime}$ (Theorem 3.7).

Conversely, let $\rho=\rho^{\prime}$. By convexity of $P, \rho$ is an equilibrium state for $(1-t) \Phi+t \Phi^{\prime}$ whenever $t \in[0,1]$. We are thus in the situation discussed in Section 4.6: $\rho$ is a Gibbs state for $(1-t) \Phi+t \Phi^{\prime}$ when $t \in[0,1]$ and, by analytic continuation, for all real $t$. Since $\rho$ is a translation invariant Gibbs state, and the $\mathbf{Z}$-lattice system is transitive, Corollary 5.6(a) shows that $\rho$ is an equilibrium state for $(1-t) \Phi+t \Phi^{\prime}$ (all real $t$ ). Let $\Psi=\Phi^{\prime}-\Phi$ and $c=\rho\left(A_{\Psi}\right)$; then

$$
\max _{\sigma \in I}\left[s(\sigma)+\sigma\left(A_{\Phi}\right)+t \sigma\left(A_{\Psi}\right)\right]=s(\rho)+\rho\left(A_{\Phi+t \Psi}\right)=P^{\Phi}+c t
$$

for all $t \in \mathbf{R}$. This implies $\sigma\left(A_{\Psi}\right)=c$ for all $\sigma \in I$, or

$$
\begin{equation*}
A_{\Phi^{\prime}}-A_{\Phi}=c+B \tag{5.10}
\end{equation*}
$$

where $\sigma(B)=0$ for all $\sigma \in I$. In particular, if $\xi \in \Omega$ has period $n$,

$$
\begin{equation*}
\sum_{j=0}^{n-1} B\left(\tau^{j} \xi\right)=0 \tag{5.11}
\end{equation*}
$$

Since the Z-lattice system is transitive, there is $\eta \in \Omega$ with dense orbit $\Gamma=$ $\left\{\tau^{k} \eta: k \in \mathbf{Z}\right\}$. Define $C$ on $\Gamma$ by

$$
C\left(\tau^{k} \eta\right)=\left\{\begin{aligned}
\sum_{j=0}^{k-1} B\left(\tau^{j} \eta\right) & \text { if } \quad k \geqslant 0 \\
-\sum_{j=k}^{-1} B\left(\tau^{j} \eta\right) & \text { if } \quad k<0
\end{aligned}\right.
$$

Let $\eta^{\prime}, \eta^{\prime \prime} \in \Gamma$ and $\eta_{x}^{\prime}=\eta_{x}^{\prime \prime}$ for $|x| \leqslant m$. If $\eta^{\prime}=\tau^{k} \eta, \eta^{\prime \prime}=\tau^{l} \eta$, and $k<l$, then

$$
C\left(\eta^{\prime \prime}\right)-C\left(\eta^{\prime}\right)=\sum_{j=k}^{l-1} B\left(\tau^{j} \eta\right)
$$

and $\eta_{k+x}=\eta_{l+x}$ for $|x| \leqslant m$. If $m$ is large enough, then there exists $\xi \in \Omega$ such that $\tau^{l-k} \xi=\xi$ and $\xi_{x}=\eta_{x}$ when $k-m \leqslant x \leqslant l+m$. Using (5.11),

$$
C\left(\eta^{\prime \prime}\right)-C\left(\eta^{\prime}\right)=\sum_{j=k}^{l-1}\left[B\left(\tau^{j} \eta\right)-B\left(\tau^{j} \xi\right)\right] .
$$

If $\left(\tau^{j} \eta\right)_{x}=\left(\tau^{j} \xi\right)_{x}$ for $|x| \leqslant r$, we have

$$
\begin{align*}
\left|B\left(\tau^{j} \eta\right)-B\left(\tau^{j} \xi\right)\right| & =\left|A_{\Psi}\left(\tau^{j} \eta\right)-A_{\Psi}\left(\tau^{j} \xi\right)\right| \\
& \leqslant 2 \sum_{X \ni 0} \frac{1}{\operatorname{diam} X>r} \sup _{\xi \in \Omega_{X}}|\Psi(\xi)| . \tag{5.12}
\end{align*}
$$

Therefore

$$
\begin{aligned}
\left|C\left(\eta^{\prime \prime}\right)-C\left(\eta^{\prime}\right)\right| & \leqslant 4 \sum_{r=m}^{\infty} \sum_{X \ni 0} \frac{1}{\operatorname{diam} X>r} \sup _{\xi \in \Omega_{X}}|\Psi(\xi)| \\
& \leqslant 4 \sum_{X \ni 0} \frac{\operatorname{diam} X}{|X|} \sup _{\xi \in \Omega_{X}}|\Psi(\xi)| .
\end{aligned}
$$

Since $\Psi \in \mathscr{B}_{1}$, this is small when $m$ is large, showing that $C$ extends to a continuous function on $\Omega$. Clearly

$$
C \circ \tau-C=B
$$

and therefore (5.9) follows from (5.10).
It is clear from the construction that $c$ is unique, and $C$ unique up to an additive constant.

### 5.8 Mixing Z-lattice systems

In view of Theorems 5.2 and 5.3 we shall now concentrate our attention on mixing $\mathbf{Z}$-lattice systems. Thus let $\left(\Omega_{0}, t\right)$ be mixing. We use the notation $\mathbf{Z}_{\geqslant}, \mathbf{Z}_{\leqslant}, \mathbf{Z}_{>}, \mathbf{Z}_{<}$for the sets of integers which are respectively $\geqslant 0, \leqslant 0$, $>0,<0$. We define then

$$
\Omega_{\geqslant}=\left\{\xi \in\left(\Omega_{0}\right)^{\mathbf{Z}_{\geqslant}}: t_{\xi_{x} \xi_{x+1}}=1 \text { for all } x \in \mathbf{Z}_{\geqslant}\right\}
$$

and similarly for $\Omega_{\leqslant}, \Omega_{>}, \Omega_{<}$. Given an interaction $\Phi \in \mathscr{B}_{1}\left(\Omega_{0}, t\right)$, we can restrict it to the subsets of $\mathbf{Z}_{\geqslant}, \mathbf{Z}_{\leqslant}, \mathbf{Z}_{>}, \mathbf{Z}_{<}$, obtaining interactions $\Phi_{\geqslant}, \Phi_{\leqslant}, \Phi_{>}, \Phi_{<}$.

### 5.9 Lemma

(a) There is a unique Gibbs state $\sigma_{\geqslant}$(respectively $\sigma_{\leqslant}, \sigma_{>}, \sigma_{<}$) on $\Omega_{\geqslant}$(respectively $\Omega_{\leqslant}, \Omega_{>}, \Omega_{<}$) for the interaction $\Phi_{\geqslant}$(respectively $\Phi_{\leqslant}, \Phi_{>}, \Phi_{\leqslant}$).
(b) There is $K>0$ such that

$$
\sigma_{\leqslant}\left(d \xi_{\leqslant}\right) \times \sigma_{>}\left(d \xi_{>}\right) \exp \left[-W_{\mathbf{z}_{\leqslant}, \mathbf{z}_{>}}\left(\xi_{\leqslant} \vee \xi_{>}\right)\right]=K \sigma\left(d\left(\xi_{\leqslant} \vee \xi_{>}\right)\right)
$$

where $\sigma$ is the unique Gibbs state for $\Phi$ on $\Omega$.
(c) Given $\varepsilon>0$ there exists $n(\varepsilon)$ such that if $B \in \mathcal{C}\left(\Omega_{\geqslant} \times \Omega_{>}\right),\|B\| \leqslant 1$, and $B\left(\xi_{\leqslant}, \xi_{>}\right)$does not depend on $\xi_{x}$ for $|x|<n(\varepsilon)$, then

$$
\begin{aligned}
& \mid \int \sigma\left(d\left(\xi_{\leqslant} \vee \xi_{<}\right)\right) B\left(\sigma_{\leqslant}, \xi_{>}\right) \\
& \quad-\iint \sigma\left(d\left(\xi_{\leqslant}^{\prime} \vee \xi_{>}^{\prime}\right)\right) \sigma\left(d\left(\xi_{\leqslant}^{\prime \prime} \vee \xi_{>}^{\prime \prime}\right)\right) B\left(\xi_{\leqslant}^{\prime}, \xi_{>}^{\prime \prime}\right) \mid<\varepsilon .
\end{aligned}
$$

To establish (a) it suffices to follow the proof (Section 5.5 and Lemma 5.4) that there is a unique Gibbs state with support in $\Omega^{[i]}$, replacing $\mathbf{Z}$ by $\mathbf{Z}_{\geqslant}$ (respectively $\mathbf{Z}_{\leqslant}, \mathbf{Z}_{>}, \mathbf{Z}_{<}$) and [i] by $\Omega_{0}$.

The fact that $\Phi \in \mathscr{B}_{1}$ ensures that $\exp \left[-W_{\mathbf{Z}_{\leqslant}, \mathbf{Z}_{>}}\right]$is continuous on $\Omega_{\leqslant} \times \Omega_{>}$. Using the definition of Gibbs states then yields (b).

Consider the lattice system $\left(L,\left(\Omega_{x}\right)_{x \in L},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$ where $L=\mathbf{Z}=\mathbf{Z}_{\leqslant} \cup$ $\mathbf{Z}_{>}, \Omega_{x}=\Omega_{0}$,

$$
\begin{array}{r}
\mathcal{F}=\{\{x, x+1\}: x \in \mathbf{Z} \text { and } x \neq 0\}, \\
\bar{\Omega}_{(x, x+1)}=\left\{\left(\xi_{x}, \xi_{x+1}\right): t_{\xi_{x} \xi_{x+1}}=1\right\} .
\end{array}
$$

The configuration space of this lattice system is $\Omega_{\leqslant} \times \Omega_{>}$. An interaction $\Phi^{*}$ is defined such that $\Phi^{*}(\xi \mid X)=\Phi(\xi \mid X)$ if $X \subset \mathbf{Z}_{\leqslant}$or $X \subset \mathbf{Z}_{>}$, and $\Phi^{*}(\xi \mid X)=0$ otherwise. Using the definition of Gibbs states and (a), it is clear that there
is only one Gibbs state for $\Phi^{*}$, namely $\sigma_{\leqslant} \otimes \sigma_{>}$. [For a generalization, see Exercise 4 of Chapter 2.]

We may thus apply Theorem 1.11(C) with

$$
A\left(\xi_{\leqslant}, \xi_{>}\right)=\frac{2}{K \varepsilon} \exp \left[-W\left(\xi_{\leqslant} \vee \xi_{>}\right)\right]
$$

where we have written $W=W_{\mathbf{Z}_{\leqslant}, \mathbf{z}_{>}}$. Using (b) we find that if $B \in \mathcal{C}\left(\Omega_{\leqslant} \times\right.$ $\left.\Omega_{>}\right),\|B\| \leqslant 1$, and $B(\xi)$ does not depend on $\xi_{x}$ for $|x|<n$, then

$$
\begin{align*}
& \mid \int \sigma\left(d\left(\xi_{\leqslant} \vee \xi_{>}\right)\right) B\left(\xi_{\leqslant}, \xi_{>}\right) \\
& \quad-\iint \sigma_{\leqslant}\left(d \xi_{\leqslant}\right) \sigma_{>}\left(d \xi_{>}\right) B\left(\xi_{\leqslant}, \xi_{>}\right) \left\lvert\,<\frac{\varepsilon}{2}\right. \tag{5.13}
\end{align*}
$$

for sufficiently large $n$. Similarly, taking

$$
\begin{aligned}
A\left(\xi_{\leqslant}^{\prime}, \xi_{>}^{\prime \prime}\right)= & \frac{2}{K^{2} \varepsilon}\left[\int \sigma_{>}\left(d \xi_{>}^{\prime}\right) \exp \left[-W\left(\xi_{\leqslant}^{\prime} \vee \xi_{>}^{\prime}\right)\right]\right] \\
& \times\left[\int \sigma_{\leqslant}\left(d \xi_{\leqslant}^{\prime \prime}\right) \exp \left[-W\left(\xi_{\leqslant}^{\prime \prime} \vee \xi_{>}^{\prime \prime}\right)\right]\right]
\end{aligned}
$$

we find

$$
\begin{align*}
& \mid \iint \sigma_{\leqslant}\left(d \xi_{\leqslant}\right) \sigma_{>}\left(d \xi_{>}\right) B\left(\xi_{\leqslant}, \xi_{>}\right) \\
& \quad-\iint \sigma\left(d\left(\xi_{\leqslant}^{\prime} \vee \xi_{>}^{\prime}\right)\right) \sigma\left(d\left(\xi_{\leqslant}^{\prime \prime} \vee \xi_{>}^{\prime \prime}\right)\right) B\left(\xi_{\leqslant}^{\prime}, \xi_{>}^{\prime \prime}\right) \left\lvert\,<\frac{\varepsilon}{2}\right. \tag{5.14}
\end{align*}
$$

for sufficiently large $n$. Comparison of (5.13) and (5.14) yields (c).

### 5.10 Theorem*

Let $\Phi \in \mathscr{B}_{1}$ be an interaction for the mixing $\mathbf{Z}$-lattice system $\left(\Omega_{0}, t\right)$, and $\sigma$ the unique Gibbs state. If $\Omega$ consists of more than one point, the dynamical system $(\Omega, \sigma, \tau)$ is equivalent to a Bernoulli shift.

The sets $\mathscr{C}_{i}=\left\{\xi \in \Omega: \xi_{0}=i\right\}$ form a partition $\mathfrak{C}$ of $\Omega$. According to the Friedman-Ornstein theorem (see Appendix A.4.6) it suffices to show that $\mathbb{Q}$ is weak Bernoulli for the system $(\Omega, \sigma, \tau)$. This means that, given $\varepsilon>0$, there exists $n(\varepsilon)$ such that for $n \geqslant n(\varepsilon)$, and all $k, l \geqslant 0$,

$$
\begin{align*}
& \sum_{\eta, \zeta} \mid\left(\alpha_{[-n-k,-n] \cup[n, n+l]} \sigma\right)\{\eta \vee \zeta\} \\
& \quad-\left(\alpha_{[-n-k,-n]} \sigma\right)\{\eta\} \cdot\left(\alpha_{[n, n+l]} \sigma\right)\{\zeta\} \mid<\varepsilon . \tag{5.15}
\end{align*}
$$

[^15]Let $\hat{B}(\eta \vee \zeta)$ be $\pm 1$ depending on the sign of the quantity between the modulus bars. If $\xi_{\leqslant} \mid[-n-k,-n]=\eta$ and $\xi_{>} \mid[n, n+l]=\zeta$, we put $B\left(\xi_{\leqslant}, \xi_{>}\right)=$ $\hat{B}(\eta \vee \zeta)$. With this choice of $B$, (5.15) results from Lemma 5.9(c).

### 5.11 The transfer matrix and the operator $\mathfrak{L}$

If $\xi \geqslant \in \Omega \geqslant$ we write $\xi_{\geqslant}=\xi_{0} \vee \xi_{>}$with $\xi_{0} \in \Omega_{0}, \xi_{>} \in \Omega_{>}$. Given a measure $\mu$ on $\Omega_{>}$, let $9 \pi^{*} \mu$ be the measure on $\Omega_{\geqslant}$such that

$$
\begin{aligned}
& \left(9 r^{*} \mu\right)(A)=\sum_{\xi_{0}} \int \mu\left(d \xi_{>}\right) A\left(\xi_{0} \vee \xi_{>}\right) \\
& \quad \exp \left[-U_{\{0\}}\left(\xi_{0}\right)-W_{\{0\}, \mathbf{Z}_{>}}\left(\xi_{0} \vee \xi_{>}\right)\right]
\end{aligned}
$$

From the definition of Gibbs states, we find that $\mathscr{I t}^{*} \sigma_{>}$is proportional to a Gibbs state for $\Phi_{\geqslant}$on $\Omega_{\geqslant}$. Therefore, by Lemma 5.9(a),

$$
9 \pi^{*} \sigma_{>}=\lambda \sigma_{\geqslant}
$$

with some $\lambda>0$. The map $\tau^{-1}: \Omega \geqslant \mapsto \Omega_{>}$is defined according to Section 3.1, and it is clear that $\tau^{-1} \sigma_{\geqslant}=\sigma_{>}$. Therefore

$$
\begin{equation*}
\mathfrak{L}^{*} \sigma_{>}=\lambda \sigma_{>} \tag{5.16}
\end{equation*}
$$

where we have written

$$
\mathfrak{L}^{*}=\tau^{-1} 9 \tau^{*} .
$$

The operator $\mathfrak{L}^{*}$ on measures is called the transfer matrix. It is the adjoint of an operator $\mathfrak{L}$ on $\mathcal{E}\left(\Omega_{>}\right)$defined by

$$
(\mathfrak{L} A)\left(\xi_{>}\right)=\sum_{\xi_{0}} A\left(\tau^{-1}\left(\xi_{0} \vee \xi_{>}\right)\right) \exp \left[-U_{\{0\}}\left(\xi_{0}\right)-W_{\{0\}, \mathbf{z}_{>}}\left(\xi_{0} \vee \xi_{>}\right)\right]
$$

Notice that

$$
\begin{equation*}
\mathfrak{L}\left[A \cdot \left(B \circ \alpha_{\left.\left.\mathbf{Z}_{\mathbf{Z}} \mathbf{z}_{\geqslant} \circ \tau\right)\right]=(\mathfrak{L} A) \cdot B}\right.\right. \tag{5.17}
\end{equation*}
$$

when $A, B \in \mathcal{C}\left(\Omega_{>}\right)$.
As we shall see, the study of the operator $\mathfrak{L}$ yields important results on Gibbs states and the pressure function in the case of exponentially decreasing interactions.

### 5.12 The function $\psi_{>}$

A continuous function $\psi_{>}$is defined on $\Omega_{>}$by

$$
\psi_{>}\left(\xi_{>}\right)=\frac{1}{K} \int \sigma_{\leqslant}\left(d \xi_{\leqslant}\right) \exp \left[-W_{\mathbf{z}_{\leqslant}, \mathbf{z}_{>}}\left(\xi_{\leqslant} \vee \xi_{>}\right)\right]
$$

where $K$ is given by Lemma 5.9(b). In view of this lemma

$$
\begin{equation*}
\sigma_{>}\left(\psi_{>} \cdot A\right)=\sigma\left(A \circ \alpha_{\mathbf{Z}_{>}}\right) \tag{5.18}
\end{equation*}
$$

when $A \in \mathcal{E}\left(\Omega_{>}\right)$; in particular $\sigma_{>}\left(\psi_{>}\right)=1$.
Since $\left(\Omega_{0}, t\right)$ is mixing and $\sigma_{\leqslant}$is a Gibbs state for $\Phi_{\leqslant}$(respectively, $\sigma_{>}$is a Gibbs state for $\Phi_{>}$), we know that

$$
\begin{equation*}
\operatorname{supp} \sigma_{\leqslant}=\Omega_{\leqslant}, \quad \operatorname{supp} \sigma_{>}=\Omega_{>} \tag{5.19}
\end{equation*}
$$

(see Remark 1.14). From the definition we also obtain

$$
\begin{equation*}
d^{-1} \leqslant \psi_{>}\left(\xi_{>}\right) \leqslant d \tag{5.20}
\end{equation*}
$$

for some $d>0$.
Using (5.17), (5.18) we have

$$
\begin{aligned}
\sigma_{>}\left(\left(\mathfrak{L} \psi_{>}\right) \cdot B\right) & =\sigma_{>}\left(\mathfrak{L}\left[\psi_{>} \cdot\left(B \circ \alpha_{\mathbf{Z}_{>} \mathbf{z}_{\geqslant}}{ }^{\circ} \tau\right)\right]\right) \\
& =\lambda \sigma_{>}\left(\psi_{>} \cdot\left(B \circ \alpha_{\mathbf{Z}_{>} \mathbf{z}_{\geqslant}}{ }^{\circ} \tau\right)\right)=\lambda \sigma\left(B \circ \alpha_{\mathbf{Z}_{>}}\right)=\sigma_{>}\left(\left(\lambda \psi_{>}\right) \cdot B\right)
\end{aligned}
$$

and therefore, using (5.19),

$$
\begin{equation*}
\mathfrak{L} \psi_{>}=\lambda \psi_{>} \tag{5.21}
\end{equation*}
$$

### 5.13 Proposition

The eigenvalue $\lambda$ of $\mathfrak{L}$ and $\mathfrak{L}^{*}$ defined by (5.21) and (5.16) satisfies

$$
\log \lambda=P^{\Phi}
$$

Using (5.20) we have indeed

$$
\begin{aligned}
\log \lambda= & \lim _{n \rightarrow \infty} \frac{1}{n} \log \mathfrak{L}^{n} \psi_{>}\left(\xi_{>}\right) \\
= & \lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathfrak{L}^{n} 1\right)\left(\xi_{>}\right) \\
= & \lim _{n \rightarrow \infty} \frac{1}{n} \log \sum_{\xi_{-n+1 . . \xi_{0}}} \exp \left[-U_{\{-n+1, \ldots, 0\}}\left(\xi_{-n+1} \vee \cdots \vee \xi_{0}\right)\right. \\
& \left.-W_{\{-n+1, \ldots, 0\} \mathbf{Z}_{>}}\left(\xi_{-n+1} \vee \cdots \vee \xi_{0} \vee \xi_{>}\right)\right] \\
= & P^{\Phi}
\end{aligned}
$$

by Theorem 3.4.

### 5.14 The operator 5

In view of (5.20) a bounded operator $\mathfrak{S}$ on $\mathcal{C}\left(\Omega_{>}\right)$is defined by

$$
\delta A=\left(\psi_{>}\right)^{-1} \cdot \lambda^{-1} \mathfrak{L}\left(\psi_{>} \cdot A\right)
$$

It satisfies

$$
\begin{aligned}
\varsigma 1 & =1 \\
(A \geqslant 0) & \Rightarrow(\varsigma A \geqslant 0)
\end{aligned}
$$

and therefore

$$
\|\varsigma\|=1
$$

Notice also that, by (5.17),

$$
\begin{equation*}
\mathscr{S}^{n}\left[A \cdot\left(B \circ\left(\alpha_{\mathbf{z}} \mathbf{z}_{\geqslant} \circ \tau\right)^{n}\right)\right]=\left(\mathscr{S}^{n} A\right) \cdot B \tag{5.22}
\end{equation*}
$$

if $B \in \mathcal{C}\left(\Omega_{>}\right)$.

### 5.15 Lemma

The functions

$$
\xi_{>} \mapsto \frac{1}{K \cdot \psi_{>}\left(\xi_{>}\right)} \int \sigma_{\leqslant}\left(d \xi_{\leqslant}\right) A\left(\xi_{\leqslant}\right) \exp \left[-W_{\mathbf{Z}_{\leqslant}, \mathbf{z}_{>}}\left(\xi_{\leqslant} \vee \xi_{>}\right)\right]
$$

with $A \in \mathcal{C}\left(\Omega_{\leqslant}\right)$and $\|A\| \leqslant 1$, are uniformly bounded and equicontinuous on $\Omega_{>}$.

Let $\Delta$ be the set of these functions. We have $\mathcal{S}^{n} B \in \Delta$ whenever $B \in$ $\mathcal{C}\left(\Omega_{>}\right),\|B\| \leqslant 1$, and $B\left(\xi_{>}\right)$depends only on $\xi_{1}, \ldots, \xi_{n}$.

The map $\Omega_{>} \mapsto \mathcal{C}\left(\Omega_{\leqslant}\right)$defined by

$$
\xi_{>} \mapsto \exp \left[-W_{\mathbf{z}_{\leqslant}, \mathbf{z}_{>}}\left(\cdot \vee \xi_{>}\right)\right]
$$

is continuous. From this the boundedness and equicontinuity follow. That $\mathscr{s}^{n} \mathrm{~B} \in$ $\Delta$ is readily checked by calculation.

### 5.16 Proposition

If $B \in \mathcal{C}\left(\Omega_{>}\right)$, then

$$
\begin{gather*}
\lim _{n \rightarrow \infty} \mathfrak{S}^{n} B=\sigma\left(B \circ \alpha_{\mathbf{Z}_{>}}\right),  \tag{5.23}\\
\lim _{n \rightarrow \infty} \lambda^{-n} \mathfrak{L}^{n} B=\sigma_{>}(B) \cdot \psi_{>} \tag{5.24}
\end{gather*}
$$

The convergence is uniform on compact subsets of $\mathcal{C}\left(\Omega_{>}\right)$, in particular on $\Delta$.

Since $\|\varsigma\|=1$, it suffices to prove (5.23) under the assumption that $B\left(\xi_{>}\right)$ depends only on $\xi_{1}, \ldots, \xi_{N}$ for some integer $N$. By Lemma 5.15, the sequence ( $\mathscr{S}^{n} B$ ) has then a uniformly convergent subsequence; let $\bar{B}$ be its limit. For any $C \in \mathcal{C}\left(\Omega_{>}\right)$we have, using (5.22) and (5.18),

$$
\begin{aligned}
& \sigma_{>}\left(\psi_{>} \cdot \bar{B} \cdot C\right)=\lim \sigma_{>}\left(\psi_{>} \cdot \varsigma^{n} B \cdot C\right) \\
& \quad=\lim \sigma_{>}\left(\psi _ { > } \cdot \mathscr { s } ^ { n } \left[B \cdot \left(C \circ \left(\alpha_{\left.\left.\left.\left.\mathbf{Z}_{>} \mathbf{Z}_{\geqslant} \circ \tau\right)^{n}\right)\right]\right)} \quad=\lim \sigma_{>}\left(\psi_{>} \cdot B \cdot\left(C \circ\left(\alpha_{\mathbf{Z}_{>} \mathbf{z}_{\geqslant}} \circ \tau\right)^{n}\right)\right)\right.\right.\right.\right. \\
& \quad=\lim \sigma\left(\left(B \circ \alpha_{\mathbf{Z}_{>}}\right) \cdot\left(C \circ \alpha_{\mathbf{Z}_{>}} \circ \tau^{n}\right)\right) \\
& \quad=\sigma\left(B \circ \alpha_{\mathbf{Z}_{>}}\right) \cdot \sigma\left(C \circ \alpha_{\mathbf{Z}_{>}}\right) \\
& \quad=\sigma\left(B \circ \alpha_{\mathbf{Z}_{>}}\right) \cdot \sigma_{>}\left(\psi_{>} \cdot C\right)
\end{aligned}
$$

because $\sigma$ is a pure Gibbs state (Theorem 1.11(C)). From (5.19), (5.20) it follows then that $\bar{B}$ is a constant: $\bar{B}=\sigma\left(B \circ \alpha_{\mathbf{Z}_{>}}\right)$, proving (5.23). We obtain (5.24) immediately from (5.23).

Since $\left\|\varsigma^{n}\right\|=1$ for all $n>0$, the convergence in (5.23) and (5.24) is uniform on compact sets.

### 5.17 Remark

A set $X \subset \mathbf{Z}$ is a (finite) interval if it is of the form $X=[k, l]=\{x: k \leqslant x \leqslant l\}$. If $\Phi \in \mathscr{B}_{1}$, there is an interaction $\Phi_{*} \in \mathscr{B}_{1}$ such that
(a) $\Phi_{*}(\xi \mid X)=0$ unless $X$ is an interval,
(b) $U_{\Lambda}^{\Phi}=U_{\Lambda}^{\Phi *}$ whenever $\Lambda$ is an interval,
(c) $W_{\Lambda, M}^{\Phi}=W_{\Lambda, M}^{\Phi *}$ whenever $\Lambda, M$ are intervals,
(d) $\left\|\Phi_{*}\right\|=\left\|\Phi_{*}\right\|_{1} \leqslant\|\Phi\|_{1}$.

To see this, let $\Phi_{*}$ satisfy (a), and $\Phi_{*}(\xi \mid[k, l])$ be the sum of the quantities $\Phi(\xi \mid X)$ over all $X$ which have $k$ as smallest element and $l$ as largest element; (b) and (c) are clear, and (d) follows from (5.1), (5.2).

In view of (b), (c), (d), it would have been sufficient for the purposes of this chapter to use instead of $\mathscr{B}_{1}$ the subspace $\mathscr{B}_{*}$ of $\mathscr{B}$ consisting of the interactions satisfying (a).

### 5.18 Exponentially decreasing interactions

If $0<\theta<1$, let $\mathscr{B}^{\theta}=\mathscr{B}^{\theta}\left(\mathbf{Z}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$ be the Banach space of translation invariant interactions $\Phi$ such that $\Phi(\xi \mid X)=0$ unless $X$ is an interval, with the
norm

$$
\begin{equation*}
\|\Phi\|_{\theta}=\sup _{X} \theta^{-\operatorname{diam} X} \sup _{\xi \in \Omega_{X}}|\Phi(\xi)|<+\infty \tag{5.25}
\end{equation*}
$$

We shall say that such interactions are exponentially decreasing. If $\Phi$ is allowed to be complex-valued we obtain, instead of $\mathscr{B}^{\theta}$, a complex Banach space $\mathscr{B}_{\mathbf{C}}^{\theta}$ with norm (5.25).

Notice that $\mathscr{B}^{\theta} \subset \mathscr{B}_{1}$ and that

$$
\|\cdot\|_{1} \leqslant(1-\theta)^{-2}\|\cdot\|_{\theta}
$$

If $\theta \leqslant \theta^{\prime}$, then $\mathscr{S}^{\theta} \subset \mathscr{B}^{\theta^{\prime}}$ and $\|\cdot\|_{\theta} \geqslant\|\cdot\|_{\theta^{\prime}}$.
If the set $M(0)$ in the definition of a Z-morphism $F:\left(\mathbf{Z}, \Omega_{0}^{\prime},\left({\overline{\Omega^{\prime}}}_{\Lambda^{\prime}}\right)_{\Lambda^{\prime} \in \mathcal{F}^{\prime}}\right) \mapsto$ $\left(\mathbf{Z}, \Omega_{0},\left(\bar{\Omega}_{\Lambda}\right)_{\Lambda \in \mathcal{F}}\right)$ is chosen to be an interval (which is always possible) and $\Phi \in \mathscr{B}^{\theta}$, then $F^{*} \Phi \in \mathscr{B}^{\theta}\left(\mathbf{Z}, \Omega_{0}^{\prime},(\bar{\Omega})_{\Lambda^{\prime} \in \mathcal{F}^{\prime}}\right)$. Restriction of $\mathbf{Z}$ to a subgroup $N \mathbf{Z}$ replaces $\Phi \in \mathscr{B}^{\theta}$ by $\Phi^{*} \in \mathscr{B}^{\theta^{\prime}}$ where $\theta^{\prime}=\theta^{N}$, as one readily checks. Therefore one can apply Theorems 5.2 and 5.3 without leaving the realm of exponentially decreasing interactions. In view of this we shall often restrict our attention to mixing $\mathbf{Z}$-lattice systems.

We note for later use that the map $\Phi \mapsto F^{(\beta) *} \Phi^{*}$ of Theorem 5.3 is linear continuous $\mathscr{B}^{\theta}\left(\Omega_{0}, t\right) \mapsto \mathscr{B}^{\theta^{N}}\left(\Omega_{0}^{(\beta)}, t^{(\beta)}\right)$ and extends to a C-linear continuous $\operatorname{map} \mathfrak{B}_{\mathbf{C}}^{\theta}\left(\Omega_{0}, t\right) \mapsto \mathscr{B}_{\mathbf{C}}^{\theta^{N}}\left(\Omega_{0}^{(\beta)}, t^{(\beta)}\right)$.

### 5.19 The space $\mathcal{F}^{\theta}$ and related spaces

If $A \in \mathcal{C}\left[\right.$ respectively $\left.A \in \mathcal{C}\left(\Omega_{>}\right)\right]$, define

$$
\operatorname{var}_{n} A=\sup \left\{\left|A(\xi)-A\left(\xi^{\prime}\right)\right|: \xi_{x}=\xi_{x}^{\prime} \text { for }|x| \leqslant n\right\}
$$

[respectively

$$
\left.\operatorname{var}_{n} A=\sup \left\{\left|A\left(\xi_{>}\right)-A\left(\xi_{>}^{\prime}\right)\right|: \xi_{x}=\xi_{x}^{\prime} \text { for } 1 \leqslant x \leqslant n\right\}\right]
$$

We denote by $\mathfrak{F}^{\theta}$ [respectively $\mathfrak{F}_{>}^{\theta}$ ] the subspace of $\mathcal{C}$ [respectively $\mathfrak{C}\left(\Omega_{>}\right)$] consisting of those $A$ such that

$$
\|A\|_{\theta}=\sup _{n \geqslant-1}\left(\theta^{-2 n-1} \operatorname{var}_{n} A\right)<+\infty
$$

[respectively

$$
\left.\|A\|_{\theta}=\sup _{n \geqslant 0}\left(\theta^{-n} \operatorname{var}_{n} A\right)<+\infty\right] .
$$

These quantities define norms on the quotients $F^{\theta}, F_{>}^{\theta}$ of $\mathscr{F}^{\theta}$ and $\mathscr{F}_{>}^{\theta}$ by the subspaces of constant functions. $F^{\theta}$ and $F_{>}^{\theta}$ are Banach spaces with respect to these norms. $\mathfrak{F}^{\theta}$ and $\mathfrak{F}_{>}^{\theta}$ are Banach spaces for the norms

$$
\||A|\|_{\theta}=\max \left(\|A\|,\|A\|_{\theta}\right)
$$

Using complex rather than real functions, one defines similarly complex Banach $\operatorname{spaces} \mathscr{F}_{\mathbf{C}}^{\theta}, \mathcal{F}_{\mathbf{C}}^{\theta}, F_{\mathbf{C}}^{\theta}, F_{\mathbf{C}}^{\theta}$.

### 5.20 Proposition

The image of $\mathscr{B}^{\theta}$ by the map $\Phi \mapsto A_{\Phi}$ is $\mathfrak{F}^{\theta}$.
If $\xi=\xi_{x}^{\prime}$ for $|x| \leqslant n$, then

$$
A_{\Phi}(\xi)-A_{\Phi}\left(\xi^{\prime}\right)=\sum_{X}^{*}\left[\Phi\left(\xi^{\prime} \mid X\right)-\Phi(\xi \mid X)\right]
$$

where the sum extends over those $X$ such that 0 is the "middle" element of $X$ in lexicographic order (Section 3.2), and diam $X>2 n$. Therefore

$$
\operatorname{var}_{n} A_{\Phi} \leqslant \sum_{k=2 n+1}^{\infty} 2\|\Phi\|_{\theta} \theta^{k}=\frac{2\|\Phi\|_{\theta}}{1-\theta} \cdot \theta^{2 n+1}
$$

so that $A_{\Phi} \in \mathcal{F}^{\theta}$.
Conversely, if $A \in \mathcal{F}^{\theta}$, we can write $A=\sum_{n=0}^{\infty} A_{n}$, where $A_{n} \in \mathcal{C}_{[-n, n]}$, and $\left\|A_{n}\right\| \leqslant \operatorname{var}_{n-1} A$ for $n>0$. We have then $A=A_{\Phi}$ if $\Phi \in \mathscr{B}^{\theta}$ is chosen such that $\Phi(\xi \mid[-n, n])=-A_{n}(\xi)$ and $\Phi(\xi \mid X)=0$ if $X$ is not a translate of an interval $[-n, n]$. We note for later use that the map $A \mapsto \Phi$ can be chosen to be linear, and thus to have a $\mathbf{C}$-linear continuous extension $\mathscr{F}_{\mathbf{C}}^{\theta} \mapsto \mathscr{B}_{\mathbf{C}}^{\theta}$.

### 5.21 Theorem

Assume that $\left(\Omega_{0}, t\right)$ is transitive. Let $A, A^{\prime} \in \mathscr{F}^{\theta}$ and $\rho, \rho^{\prime}$ be the corresponding equilibrium states. Then $\rho=\rho^{\prime}$ if and only if there exist $c \in \mathbf{R}$ and $C \in \mathscr{F}^{\theta}$ such that

$$
\begin{equation*}
A^{\prime}-A=c+C \circ \tau-C \tag{5.26}
\end{equation*}
$$

We have $A=A_{\Phi}, A^{\prime}=A_{\Phi^{\prime}}$ with $\Phi, \Phi^{\prime} \in \mathscr{B}^{\theta}$ (Proposition 5.20). Therefore we are in the situation of Theorem 5.7 and we only have to prove that if $\Phi, \Phi^{\prime} \in$ $\mathscr{B}^{\theta}$ and $\rho=\rho^{\prime}$, then (5.26) holds with $C \in \mathscr{F}^{\theta}$. For this we use the construction of $C$ in the proof of Theorem 5.7.

If $\left(\tau^{j} \eta\right)_{x}=\left(\tau^{j} \xi\right)_{x}$ for $|x| \leqslant r, r \geqslant 0$, then (5.12) can now be replaced by

$$
\begin{aligned}
\left|B\left(\tau^{j} \eta\right)-B\left(\tau^{j} \xi\right)\right| & =\left|A_{\Psi}\left(\tau^{j} \eta\right)-A_{\Psi}\left(\tau^{j} \xi\right)\right| \\
& \leqslant 2 \sum_{s=2 r+1}^{\infty} \sup _{\xi \in \Omega_{[0, s]}}|\Psi(\xi)| \leqslant 2\|\Psi\|_{\theta} \sum_{s=2 r+1}^{\infty} \theta^{s} \\
& =\frac{2\|\Psi\|_{\theta}}{1-\theta} \theta^{2 r+1}
\end{aligned}
$$

and therefore

$$
\begin{aligned}
\left|C\left(\eta^{\prime \prime}\right)-C\left(\eta^{\prime}\right)\right| & \leqslant \frac{4\|\Psi\|_{\theta}}{1-\theta} \sum_{r=m}^{\infty} \theta^{2 r+1} \\
& =\frac{4\|\Psi\|_{\theta}}{(1-\theta)\left(1-\theta^{2}\right)} \theta^{2 m+1}
\end{aligned}
$$

so that $C \in \mathcal{F}^{\theta}$.

### 5.22 Remarks

(a) If $\left(\Omega_{0}, t\right)$ is mixing, a condition equivalent to (5.26) is

$$
\sum_{x \in \mathbf{Z}}\left[\rho\left(\left(A^{\prime}-A\right) \cdot \tau^{x}\left(A^{\prime}-A\right)\right)-\left(\rho\left(A^{\prime}-A\right)\right)^{2}\right]=0
$$

See Exercise 5(c).
(b) The map $\delta: C \mapsto C \circ \tau-C$ is continuous from $F^{\theta}$ to a closed subspace of $F^{\theta}$. The proof of Theorem 5.21 shows that it has a continuous inverse $\delta^{-1}: \delta F^{\theta} \mapsto F^{\theta}$.

### 5.23 Lemma

Let $\Phi \in \mathscr{B}^{\theta}\left(\Omega_{0}, t\right)$, where $\left(\Omega_{0}, t\right)$ is mixing.
(a) $\psi_{>}$and $\left(\psi_{>}\right)^{-1}$ belong to $\mathcal{F}_{>}^{\theta}$.
(b) If $A \in \mathcal{F}_{>}^{\theta}$, then

$$
\operatorname{var}_{k} \varsigma^{n} A \leqslant c_{1} \operatorname{var}_{n+k} A+c_{2} \theta^{k}\|A\|
$$

where $c_{1}, c_{2}$ are constants (depending on $\Phi, \theta$ ).
First notice that, if $A$ and $A^{\prime}$ belong to $\mathcal{F}_{>}^{\theta}$, so does their product, and

$$
\begin{equation*}
\left\|A \cdot A^{\prime}\right\|_{\theta} \leqslant\|A\| \cdot\left\|A^{\prime}\right\|_{\theta}+\|A\|_{\theta} \cdot\left\|A^{\prime}\right\| \tag{5.27}
\end{equation*}
$$

If $A \in \mathcal{F}_{>}^{\theta}$ and $\inf \left|A\left(\xi_{>}\right)\right|>0$, then $A^{-\mathrm{i}} \in \mathcal{F}_{>}^{\theta}$, and

$$
\begin{equation*}
\left\|A^{-1}\right\|_{\theta} \leqslant\left\|A^{-1}\right\|^{2} \cdot\|A\|_{\theta} \tag{5.28}
\end{equation*}
$$

We have

$$
\begin{align*}
\operatorname{var}_{k} W_{\mathbf{Z}_{\leqslant}, \mathbf{z}_{>}}\left(\xi_{\leqslant} \vee \cdot\right) & \leqslant 2\|\Phi\|_{\theta} \sum_{m=0}^{\infty} \sum_{n=k+1}^{\infty} \theta^{m+n} \\
& =\frac{2\|\Phi\|_{\theta}}{(1-\theta)^{2}} \theta^{k+1} \tag{5.29}
\end{align*}
$$

Therefore the definition of $\psi_{>}$in Section 5.12 gives $\psi_{>} \in \mathcal{F}_{>}^{\theta}$. From (5.20) and (5.28) we obtain also $\left(\psi_{>}\right)^{-1} \in \mathcal{F}_{>}^{\theta}$, proving (a).

From Sections 5.11, 5.12 we have

$$
\begin{aligned}
\lambda^{-n} \mathfrak{L}^{n}\left(\psi_{>} \cdot A\right)= & \frac{1}{K} \int \sigma_{\leqslant}\left(d \xi_{\leqslant}\right) \exp \left[-W_{\mathbf{z}_{\leqslant}, \mathbf{z}_{>}}\left(\xi_{\leqslant} \vee \cdot\right)\right] \\
& \times\left[A \circ \alpha_{\mathbf{Z}} \circ \tau^{-n}\left(\xi_{\leqslant} \vee \cdot\right)\right]
\end{aligned}
$$

hence, using (5.29),

$$
\operatorname{var}_{k} \lambda^{-n} \mathfrak{L}^{n}\left(\psi_{>} \cdot A\right) \leqslant\left\|\psi_{>}\right\| \operatorname{var}_{n+k} A+c \theta^{k}\|A\|
$$

where $c$ is a constant (depending on $\Phi$ and $\theta$ ). From this and (5.27), we obtain (b).

### 5.24 Proposition

Let $\Phi \in \mathscr{B}^{\theta}\left(\Omega_{0}, t\right)$, where $\left(\Omega_{0}, t\right)$ is mixing. The operator $\mathscr{S}$ maps $\mathcal{F}_{>}^{\theta}$ into itself and, passing to the quotient by constant functions, defines a bounded operator $S$ on the Banach space $F_{>}^{\theta}$ introduced in Section 5.19. The spectral radius of $S$ is strictly less than 1 .

From Lemma 5.23 it follows that $\varsigma$ maps $\mathscr{F}_{>}^{\theta}$ into itself. Since $\varsigma 1=1$ (Section 5.14), we may pass to the quotient by constant functions, obtaining a map $S: F_{>}^{\theta} \mapsto F_{>}^{\theta}$. Part (b) of the lemma gives

$$
\begin{equation*}
\operatorname{var}_{k} S^{n} A \leqslant c_{1} \operatorname{var}_{n+k} A+c_{2} \theta^{k} \operatorname{var}_{0} A \tag{5.30}
\end{equation*}
$$

On the other hand, since

$$
\left\{A \in \mathcal{C}\left(\Omega_{>}\right):\||A|\|_{\theta} \leqslant 1\right\}
$$

is compact in $\mathcal{C}\left(\Omega_{>}\right)$, Proposition 5.16 shows that, given $\delta>0$, one may choose $n$ such that

$$
\begin{equation*}
\operatorname{var}_{0} S^{n} A \leqslant \delta\|A\|_{\theta} \tag{5.31}
\end{equation*}
$$

From (5.30) and (5.31) we obtain

$$
\begin{aligned}
\operatorname{var}_{k} S^{2 n} A & =c_{1} \operatorname{var}_{n+k} S^{n} A+c_{2} \theta^{k} \operatorname{var}_{0} S^{n} A \\
& \leqslant c_{1}\left(c_{1} \operatorname{var}_{2 n+k} A+c_{2} \theta^{n+k} \operatorname{var}_{0} A\right)+c_{2} \theta^{k} \delta\|A\|_{\theta} \\
& \leqslant\left(c_{1}^{2} \theta^{2 n}+c_{1} c_{2} \theta^{n}+c_{2} \delta\right)\|A\|_{\theta} \theta^{k}
\end{aligned}
$$

hence

$$
\left\|S^{2 n} A\right\|_{\theta} \leqslant\left(c_{1}^{2} \theta^{2 n}+c_{1} c_{2} \theta^{n}+c_{2} \delta\right)\|A\|_{\theta}
$$

If $\delta$ has been chosen sufficiently small and $n$ sufficiently large, the operator norm of $S^{2 n}: F_{>}^{\theta} \mapsto F_{>}^{\theta}$ is strictly less than 1 . Therefore the spectral radius of $S$ is strictly less than 1 .

### 5.25 Remark

That the spectral radius of $S$ is strictly less than 1 implies "exponential decrease of correlations"; see Exercise 4(c).

### 5.26 Theorem

Assume that $\left(\Omega_{0}, t\right)$ is transitive. The function $\Phi \mapsto P^{\Phi}$ on $\mathscr{B}^{\theta}$ is real analytic.
We first assume that $\left(\Omega_{0}, t\right)$ is mixing. If $\Phi \in \mathscr{B}_{\mathbf{C}}^{\theta}$, the formula*

$$
(\mathfrak{L} A)\left(\xi_{>}\right)=\sum_{\xi_{0}} A\left(\tau^{-1}\left(\xi_{0} \vee \xi_{>}\right)\right) \exp \left[-U_{\{0\}}\left(\xi_{0}\right)-W_{\{0\}, \mathbf{z}_{>}}\left(\xi_{0} \vee \xi_{>}\right)\right]
$$

defines a bounded operator $\mathfrak{L}$ on $\mathscr{F}_{\mathbf{C}}^{\theta}$, and $\Phi \mapsto \mathfrak{L}$ is an entire analytic function from $\mathfrak{B}_{\mathbf{C}}^{\theta}$ to the bounded operators on $\mathscr{F}_{\mathbf{C}}^{\theta}$. To see this notice that, for each $\xi_{0}$,

$$
\Phi \mapsto\left\{\xi_{>} \mapsto U_{\{0\}}\left(\xi_{0}\right)+W_{\{0\}, \mathbf{Z}_{>}}\left(\xi_{0} \vee \xi_{>}\right)\right\}
$$

is $\mathbf{C}$-linear and continuous, and hence analytic, $\mathscr{B}_{\mathbf{C}}^{\theta} \mapsto \mathscr{F}_{\mathbf{C}}^{\theta}$. Since $\exp : \mathscr{F}_{\mathbf{C}}^{\theta} \mapsto$ $\mathscr{T}_{\mathbf{C}}^{\theta}$ is analytic, also

$$
\Phi \mapsto\left\{\xi_{>} \mapsto \exp \left[-U_{\{0\}}\left(\xi_{0}\right)-W_{\{0\}, \mathbf{z}_{>}}\left(\xi_{0} \vee \xi_{>}\right)\right]\right\}
$$

is analytic $\mathscr{B}_{\mathbf{C}}^{\theta} \mapsto \mathscr{F}_{\mathbf{C}}^{\theta}$. From this and (5.27) the analyticity of $\Phi \mapsto \mathfrak{L}$ follows.

[^16]If $\Phi$ is real, i.e. $\Phi \in \mathscr{B}^{\theta}$, we have

$$
\mathfrak{L} A=\lambda \cdot \psi_{>} \cdot \delta\left(\psi_{>}^{-1} \cdot A\right)
$$

and Proposition 5.24 shows that the spectrum of $\mathfrak{L}$ consists of $\{\lambda\}$ and a set contained in the disk $\left\{z:|z| \leqslant \lambda_{1}\right\}$ with $\lambda_{1}<\lambda$. From this it follows by standard arguments that $\Phi \mapsto \lambda$, and therefore $\Phi \mapsto P^{\Phi}$, extends to a function analytic in a neighborhood of $\mathscr{B}^{\theta}$ in $\mathscr{B}_{\mathbf{C}}^{\theta}$.

The general case of transitive $\left(\Omega_{0}, t\right)$ reduces to the mixing case by use of Theorem 5.3. We have indeed

$$
P^{\Phi}=N^{-1} P^{F^{(\beta) *} \Phi^{*}}
$$

by Corollary 5.6 (d), and the map $\Phi \mapsto F^{(\beta) *} \Phi^{*}$ extends to a C-linear continuous, and therefore analytic, map $\mathscr{S}_{\mathbf{C}}^{\theta}\left(\Omega_{0}, t\right) \mapsto \mathscr{S}_{\mathbf{C}}^{\theta^{N}}\left(\Omega_{0}^{(\beta)}, t^{(\beta)}\right)$ (see Section 5.18).

### 5.27 Corollary

Assume that $\left(\Omega_{0}, t\right)$ is transitive. The function $P$ on $\mathcal{F}^{\theta}$ is real analytic.
We can indeed write $A \mapsto P(A)$ as

$$
A \mapsto \Phi \mapsto P^{\Phi}=P\left(A_{\Phi}\right)=P(A)
$$

where $A \mapsto \Phi$ extends to an analytic map $\mathcal{F}_{\mathbf{C}}^{\theta} \mapsto \mathscr{B}_{\mathbf{C}}^{\theta}$ as noted at the end of the proof of Proposition 5.20.

### 5.28 Zeta functions

Given a Z-lattice system $\left(\Omega_{0}, t\right)$ and $A \in \mathcal{C}$, we write

$$
\begin{aligned}
\operatorname{Fix} \tau^{m} & =\left\{\xi \in \Omega: \tau^{m} \xi=\xi\right\}, \\
Z_{m}(A, \tau) & =\sum_{x \in \operatorname{Fix} \tau^{m}} \exp \sum_{k=0}^{m-1} A\left(\tau^{k} x\right),
\end{aligned}
$$

and define a power series

$$
\begin{equation*}
\zeta_{\tau}\left(z e^{A}\right)=\exp \sum_{m=1}^{\infty} Z_{m}(A, \tau) \frac{z^{m}}{m} \tag{5.32}
\end{equation*}
$$

Every $\tau$-periodic point is in one of the sets $F^{(\alpha)} \Omega^{(\alpha)}$ of Theorem 5.2. Therefore $\zeta_{\tau}\left(z e^{A}\right)$ is a product of factors corresponding to transitive $\mathbf{Z}$-lattice systems.

If $\left(\Omega_{0}, t\right)$ is transitive, then Theorem 5.3 shows that $Z_{m}(A)=0$ unless $m$ is a multiple of $N$ and

$$
\begin{aligned}
Z_{n N}(A, \tau) & =N Z_{n}\left(A+A \circ \tau+\cdots+A \circ \tau^{N-1}\left|\Omega^{(\beta)}, \tau^{N}\right| \Omega^{(\beta)}\right) \\
\zeta_{\tau}\left(z e^{A}\right) & =\zeta_{\tau^{N} \mid \Omega^{(\beta)}}\left(z^{N} \exp \left(A+A \circ \tau+\cdots+A \circ \tau^{N-1}\right) \mid \Omega^{(\beta)}\right)
\end{aligned}
$$

The quantity $Z_{n}(A)$ is a partition function with periodic boundary conditions, and the methods of Chapter 3 show that, if $\left(\Omega_{0}, t\right)$ is mixing,

$$
\lim _{m \rightarrow \infty} \frac{1}{m} \log Z_{m}(A, \tau)=P(A)
$$

Therefore the power series (5.32) converges for $|z|<\exp [-\mathrm{P}(\mathrm{A})]$ to a holomorphic function of $z$. In view of Corollary $5.6(\mathrm{c})$ and (d), this remains true when $\left(\Omega_{0}, t\right)$ is not mixing or transitive. It is in fact easily seen that the series (5.32) diverges at $z=\exp [-P(A)]$. Therefore the radius of convergence of the series (5.32) is $\exp [-P(A)]$; this series defines for $|z|<\exp [-P(A)]$ a holomorphic function of $z$, which we call the zeta function (associated with A).

We shall now show that the domain of analyticity of this function can be extended when $A$ is in a space $\mathcal{F}^{\theta}$.

### 5.29 Theorem*

Let $\left(\Omega_{0}, t\right)$ be mixing and $A \in \mathcal{F}^{\theta}$. There exists $R(A)>\exp [-P(A)]$ such that

$$
d_{A}(z)=\zeta\left(z e^{A}\right)^{-1}=\exp \left[-\sum_{m=1}^{\infty} \frac{z^{m}}{m} \sum_{\xi \in \mathrm{Fix} \tau^{m}} \exp \sum_{k=0}^{m-1} A\left(\tau^{k} \xi\right)\right]
$$

extends to an analytic function in $\{z:|z|<R(A)\}$ with only one zero; this zero is simple and located at $\exp [-P(A)]$.

By Proposition 5.20 we have $A=A_{\Phi}$ with $\Phi \in \mathscr{B}^{\theta}$. Define $\Phi^{(n)}$ by

$$
\Phi^{(n)}(X)= \begin{cases}\Phi(X) & \text { if } \quad \operatorname{diam} X \leqslant n \\ 0 & \text { if } \quad \operatorname{diam} X>n\end{cases}
$$

Then

$$
\left\|A_{\Phi}-A_{\Phi^{(n)}}\right\| \leqslant \sum_{l>n}\|\Phi\|_{\theta} \theta^{l}=\|\Phi\|_{\theta} \frac{\theta^{n+1}}{1-\theta}
$$

[^17]For integers $m \geqslant 1, n \geqslant 0$, we write

$$
\begin{aligned}
a(m) & =\sum_{\xi \in \mathrm{Fix} \tau^{m}} \exp \sum_{k=0}^{m-1} A\left(\tau^{k} \xi\right) \\
b(m, n) & =\sum_{\xi \in \mathrm{Fix} \tau^{m}} \exp \sum_{k=0}^{m-1} A_{\Phi^{(n)}}\left(\tau^{k} \xi\right) \\
& =\sum_{\xi \in \mathrm{Fix} \tau^{m}} \exp \left[-\sum_{k=0}^{m-1} \sum_{l=0}^{n} \Phi(\xi \mid[k, k+l])\right] .
\end{aligned}
$$

Then

$$
\left|\frac{a(m)}{b(m, n)}-1\right| \leqslant \exp \left(\frac{\|\Phi\|_{\theta}}{1-\theta} m \theta^{n+1}\right)-1
$$

Let $\alpha \in(0,1)$. If $n=[\alpha m]$ (integer part of $\alpha m$ ) we find

$$
\begin{equation*}
\left|\frac{a(m)}{b(m,[\alpha m])}-1\right| \leqslant\left(\frac{\|\Phi\|_{\theta}}{1-\theta} m \theta^{\alpha m}\right) \exp \left(\frac{\|\Phi\|_{\theta}}{1-\theta} m \theta^{\alpha m}\right) \tag{5.33}
\end{equation*}
$$

We have

$$
\begin{aligned}
d_{A}(z)= & \exp \left[-\sum_{m=1}^{\infty} b(m,[\alpha m]) \frac{z^{m}}{m}\right] \\
& \times \exp \sum_{m=1}^{\infty}[-a(m)+b(m,[\alpha m])] \frac{z^{m}}{m}
\end{aligned}
$$

If $r$ is the radius of convergence of the first series in the right-hand side, (5.33) shows that the second series converges for $|z|<r / \theta^{\alpha}$. Therefore it suffices to prove the theorem for

$$
d^{\prime}(z)=\exp \left[-\sum_{m=1}^{\infty} b(m,[\alpha m]) \frac{z^{m}}{m}\right]
$$

instead of $d_{A}(z)$.
An operator $L_{(n)}$ is defined on $\mathcal{C}\left(\Omega_{[1, n]}\right)$ by

$$
\begin{gathered}
\left(L_{(n)} B\right)\left(\xi_{1}, \ldots, \xi_{n}\right) \\
=\sum_{\xi_{0}} B\left(\xi_{0}, \ldots, \xi_{n-1}\right) \exp \left[-U_{\{0\}}\left(\xi_{0}\right)-W_{\{0\},\{1, \ldots, n\}}\left(\xi_{0} \vee \xi_{1} \vee \cdots \vee \xi_{n}\right)\right]
\end{gathered}
$$

The trace of an operator on the finite-dimensional space $\mathcal{C}\left(\Omega_{[1, m]}\right)$ is defined in the usual way, and one checks readily that $\operatorname{tr} L_{(n)}^{m}=b(m, n)$. This quantity can thus be estimated in terms of the eigenvalues of $L_{(n)}$. Notice that every
eigenvalue of $L_{(n)}$ is an eigenvalue of the operator $\mathfrak{L}_{(n)}: \mathscr{F}_{\mathbf{C}>}^{\theta} \mapsto \mathscr{F}_{\mathbf{C}}^{\theta}$ defined to be the operator $\mathfrak{L}$ for the interaction $\Phi^{(n)}$. But we know from the proof of Theorem 5.26 that $\Phi \mapsto \mathfrak{L}$ is entire analytic (on $\mathscr{B}_{\mathbf{C}}^{\theta^{\prime}}$, where we choose $\theta^{\prime}>\theta$ ). In particular there exists $r^{\prime}>0$ such that, for sufficiently large $n$, the spectrum of $\mathfrak{L}_{(n)}$ has only one eigenvalue larger than $r^{\prime-1}$ in absolute value. This eigenvalue $\lambda_{(n)}$ is positive and simple, and tends to $\lambda=\exp P^{\Phi}$ when $n \rightarrow \infty$. For sufficiently large $n$ we have

$$
\left|b(m, n)-\lambda_{(n)}^{m}\right|<\left|\Omega_{[1, n]}\right| \cdot r^{\prime-m},
$$

and we can write

$$
\begin{aligned}
d^{\prime}(z)= & \exp \left[-\sum_{m=1}^{\infty} \frac{1}{m}\left(\lambda_{([\alpha m])} z\right)^{m}\right] \\
& \times \exp \sum_{m=1}^{\infty}\left[-b(m,[\alpha m])+\lambda_{([\alpha m])}^{m}\right] \frac{z^{m}}{m}
\end{aligned}
$$

The radius of convergence of the first series is $\lambda^{-1}$, and that of the second series is $\geqslant r^{\prime} /\left|\Omega_{0}\right|^{\alpha}$. Taking $\alpha$ such that $r^{\prime} /\left|\Omega_{0}\right|^{\alpha}>\lambda^{-1}$, it suffices to prove the theorem for

$$
d^{\prime \prime}(z)=\exp \left[-\sum_{m=1}^{\infty} \frac{(\lambda z)^{m}}{m}\right] \times \exp \sum_{m=1}^{\infty}\left[-\lambda_{([\alpha m])}^{m}+\lambda^{m}\right] \frac{z^{m}}{m}
$$

The first factor is $\exp \log (1-\lambda z)=1-\lambda z$. To study the second factor we estimate

$$
\left|\lambda_{([\alpha m])}^{m}-\lambda^{m}\right| \leqslant m \cdot\left[\max \left(\lambda, \lambda_{([\alpha m])}\right)\right]^{m-1} \cdot\left|\lambda_{([\alpha m])}-\lambda\right| .
$$

By Theorem 5.26, the function $\Phi \mapsto \lambda$ is analytic on $\mathscr{B}^{\theta}$. Replacing $\theta$ by $\theta^{\prime}$, where $\theta<\theta^{\prime}<1$, we find that

$$
\begin{aligned}
\left|\lambda_{n}-\lambda\right| & \leqslant C_{\theta^{\prime}}\left\|\Phi-\Phi^{(n)}\right\|_{\theta^{\prime}}, \\
\left\|\Phi-\Phi^{(n)}\right\|_{\theta^{\prime}} & \leqslant\left(\theta / \theta^{\prime}\right)^{n+1}\|\Phi\|_{\theta}
\end{aligned}
$$

Therefore the radius of convergence of the series

$$
\sum_{m=1}^{\infty}\left[\lambda_{([\alpha m])}^{m}-\lambda^{m}\right] \frac{z^{m}}{m}
$$

is at least $\left[\lambda \cdot\left(\theta / \theta^{\prime}\right)^{\alpha}\right]^{-1}$, or since we can let $\theta^{\prime}$ tend to $1,1 / \lambda \theta^{\alpha}$. This concludes the proof of the theorem.

### 5.30 Remark

The function $z \mapsto \zeta\left(z e^{A}\right)$ does not in general extend to a meromorphic function in $\mathbf{C}$. Gallovotti [2] has constructed counterexamples of the type discussed in Exercise 8.

## Notes

The main fact of the statistical mechanics of one-dimensional systems is the "absence of phase transitions." In particular there is only one Gibbs state: this is true for mixing systems, and interactions in a suitable space $\mathscr{B}_{1}$ (see Corollary 5.6(b)). The uniqueness of the Gibbs state was proven independently by Ruelle [2] using the transfer matrix and Dobrushin [3] using different methods. Here we generalize Dobrushin's idea, and establish the structure of Gibbs states without the mixing assumption in Theorems 5.2, 5.3. Notice that the case of interactions with finite range reduces to the theory of Markov processes, and had been understood by physicists for a long time. Notice also that mixing systems with "long-range" interactions $\left(\Phi \in \mathscr{B} \backslash \mathscr{B}_{1}\right)$ may have several Gibbs states, as seen in Section 3.21*.

The curious Theorem 5.7, and its specialized forms Theorem 5.21, Corollary 7.10(c), Remark 7.11, come from Livšic [1], [2], and Sinai [4]; see also Bowen [6].

The transfer matrix associated with an interaction $\Phi \in \mathscr{B}_{1}$ is the adjoint of an operator $\mathfrak{L}$ which satisfies a Perron-Frobenius-type theorem ${ }^{\dagger}: \mathfrak{L}$ has a positive eigenvalue equal to the spectral radius. This positive eigenvalue is $\exp P^{\Phi}$; furthermore the spectral properties of $\mathfrak{L}$ are related to cluster properties of the Gibbs state and to analyticity properties of the zeta function. These facts justify the study of $\mathfrak{L}$, which is done here by a new method.

The uniqueness of the Gibbs state is one aspect of the "absence of phase transitions" in one-dimensional systems. Another aspect is constituted by real analyticity properties of the pressure $P$ restricted to suitable subspaces of interactions. Here we consider exponentially decreasing interactions, and prove analyticity of $P$ by showing that $\exp P^{\Phi}$ is an isolated eigenvalue of $\mathfrak{L}$ (we use an idea already present in a paper by Araki [1] on one-dimensional quantum spin systems; see Sinai [4], and Ruelle [5], Appendix B). A zeta function

[^18]is introduced in Section 5.28: it counts the $\tau$-periodic points of $\Omega$ with the weights usual in statistical mechanics. This function has a pole at $\exp \left[-P^{\Phi}\right]$ corresponding to the eigenvalue $\exp P^{\Phi}$ of $\mathfrak{L}$. A number of other properties of systems with exponentially decreasing interactions are given in the exercises (in particular the exponential decrease of correlations); these properties will be useful in the study of Smale spaces in Chapter 7.

While a strong condition on the interaction, like exponential decrease, seems necessary to obtain that $\exp P^{\Phi}$ is an isolated eigenvalue of $\mathfrak{L}$, analyticity properties of $P$ can be obtained under less restrictive assumptions. This is a beautiful and somewhat unexpected result of Dobrushin [4]; unfortunately the proof is difficult, and the conditions imposed on the lattice system are probably too stringent. We therefore refer the reader to the original paper for the statement and proof of Dobrushin's theorem.

## Exercises

1. Let $\Omega_{0}$ be a finite set, and $t \neq 0$ a square matrix indexed by $\Omega_{0} \times \Omega_{0}$ such that $t_{i j}$ is an integer $\geqslant 0$ for all $i, j$. Define $\Omega_{0}^{*}=\left\{(i, j, m) \in \Omega_{0} \times \Omega_{0} \times \mathbf{Z}_{>}\right.$: $\left.m \leqslant t_{i j}\right\}$ and $t_{(i, j, m)(k, l, n)}^{*}=1$ if $j=k$ and $=0$ otherwise. Then $\left(\Omega_{0}^{*}, t^{*}\right)$ is a Z-lattice system, which we also denote by $\left(\Omega_{0}, t\right)^{*}$ (we assume that $t$ is such that $\Omega^{*} \neq \varnothing$ ).
(a) Suppose that $t_{i j}$ takes only the values 0 and 1 , so that $\left(\Omega_{0}, t\right)$ is a $\mathbf{Z}$ lattice system. If $\xi^{*} \in \Omega^{*}$ and $\xi_{x}^{*}=(i, j, 1)$, define $\left(F \xi^{*}\right)_{x}=i$. Show that $F:\left(\Omega_{0}^{*}, t^{*}\right) \mapsto\left(\Omega_{0}, t\right)$ is a Z-isomorphism.
(b) Show that the $\mathbf{Z}$-lattice system obtained by restriction of $\mathbf{Z}$ to $N \mathbf{Z}$, and use of the group isomorphism $\mathbf{Z} \mapsto N \mathbf{Z}$, is $\mathbf{Z}$-isomorphic to $\left(\Omega_{0}, t^{N}\right)^{*}$. (Cf. Williams [1].)
2. Let $\left(\Omega_{0}, t\right)$ be a mixing Z-lattice system and $\boldsymbol{\sigma} \in \boldsymbol{I}$. If $\eta_{0} \vee \eta_{>} \in \Omega_{\geqslant}$, let $p_{\sigma}\left(\eta_{0} \vee \eta_{>}\right)$be the conditional probability that $\xi \mid\{0\}=\eta_{0}$ knowing that $\xi \mid \mathbf{Z}_{>}=\eta_{>}$. Let also $g_{\sigma}(\xi)=-\log p_{\sigma}\left(\xi_{o} \vee \xi_{>}\right)$. Then $g_{\sigma}$ is defined $\sigma-$ almost everywhere, $g_{\sigma} \geqslant 0$, and it is known that

$$
\int g_{\sigma} d \sigma=s(\sigma)
$$

[see Billingsley [1], Section 13].
If $\Phi \in \mathscr{B}_{1}$ and $\sigma$ is the corresponding Gibbs state, show that $g_{\sigma}$ extends to a continuous function on $\Omega$, again denoted by $g_{\sigma}$, such that

$$
g_{\sigma}(\xi)=-\log \frac{\psi_{>}\left(\tau^{-1}\left(\xi_{0} \vee \xi_{>}\right)\right) \exp \left[-U_{\{0\}}\left(\xi_{0}\right)-W_{\{0\}, \mathbf{z}_{>}}\left(\xi_{0} \vee \xi_{>}\right)\right]}{\lambda \cdot \psi_{>}\left(\xi_{>}\right)}
$$

Show that $\int g_{\sigma^{\prime}} d \sigma^{\prime} \leqslant \int g_{\sigma} d \sigma^{\prime}$ for all $\sigma^{\prime} \in I$, with equality only if $\sigma=\sigma^{\prime}$. [See Parry [2], and also Keane [1], Ledrappier [2].]
3. Let $\Phi, \Phi^{\prime} \in \mathscr{B}_{1}\left(\Omega_{0}, t\right)$, where ( $\left.\Omega_{0}, t\right)$ is mixing, and $\sigma, \sigma^{\prime}$ be the corresponding Gibbs states. Prove the following.
(a) If $A \in \mathcal{C}\left(\Omega_{>}\right)$and $n \geqslant 0$ then

$$
\sigma\left(A \circ \alpha_{\mathbf{Z}_{>}}\right)=\sigma\left(\left(\mathscr{S}^{n} A\right) \circ \alpha_{\mathbf{Z}_{>}}\right)
$$

If $A, B \in \mathcal{C}\left(\Omega_{>}\right)$, then

$$
\sigma\left(\left(A \circ \alpha_{\mathbf{Z}_{>}}\right) \cdot\left(B \circ \alpha_{\mathbf{Z}_{>}} \circ \tau^{n}\right)\right)=\sigma\left(\left(\left(\mathscr{S}^{n} A\right) \circ \alpha_{\mathbf{Z}_{>}}\right) \cdot\left(B \circ \alpha_{\mathbf{Z}_{>}}\right)\right) .
$$

(b) Write

$$
\begin{aligned}
Z_{n+1}^{-} & =\sigma^{\prime}\left(\exp \sum_{x=-n}^{0} A_{\Phi-\Phi^{\prime}} \circ \tau^{x}\right), \\
Z_{n}^{+} & =\sigma\left(\exp \sum_{x=1}^{n} A_{\Phi^{\prime}-\Phi^{\circ}} \tau^{x}\right),
\end{aligned}
$$

and define

$$
\begin{aligned}
\tilde{\sigma} & =\underset{n \rightarrow+\infty}{\operatorname{vaguelim}}\left(Z_{n+1}^{-}\right)^{-1}\left(\exp \sum_{x=-n}^{0} A_{\Phi-\Phi^{\prime} \circ} \tau^{x}\right) \cdot \sigma^{\prime} \\
& =\operatorname{vague} \lim _{n \rightarrow+\infty}\left(Z_{n}^{+}\right)^{-1}\left(\exp \sum_{x=1}^{n} A_{\Phi^{\prime}-\Phi^{\circ}} \tau^{x}\right) \cdot \sigma
\end{aligned}
$$

Show that

$$
\tau \tilde{\sigma}=\tilde{\sigma} \cdot \exp \left[A_{\Phi^{\prime}}-A_{\Phi}-P^{\Phi^{\prime}}+P^{\Phi}\right]
$$

[Part (b) is due to Sinai: see Gurevič and Oseledec [1]. To prove the existence and equality of the limits use Lemma 5.9(a). Clearly $\tau \tilde{\sigma}=C \exp A_{\Phi^{\prime}-\Phi} \cdot \tilde{\sigma}$, where $C=\lim _{n \rightarrow \infty} Z_{n+1}^{-} / Z_{n}^{-}=\lim \left(Z_{n}^{-}\right)^{1 / n}=$ $\exp \left(P^{\Phi}-P^{\Phi^{\prime}}\right)$ by Proposition 4.4.]
4. Let $\Phi \in \mathscr{B}^{\theta}\left(\Omega_{0}, t\right)$ where ( $\left.\Omega_{0}, t\right)$ is mixing, and $\sigma$ be the corresponding Gibbs state. Prove the following.
(a) If $0 \leqslant A \in \mathcal{C}\left(\Omega_{[1, m]}\right)$, then $\| \mathcal{S}^{m}\left(A \circ \alpha_{[1, m], \mathbf{Z}_{>}} \|_{\theta} \leqslant c \sigma\left(A \circ \alpha_{[1, m]}\right)\right.$ for some $c$ independent of $A, m$.
(b) If $0 \leqslant A \in \mathcal{C}\left(\Omega_{[1, m]}\right)$ and $\sigma\left(A \circ \alpha_{[1, m]}\right)>0$, then

$$
\left\|\frac{\mathfrak{S}^{m+n}\left(A \circ \alpha_{[l, m], \mathbf{Z}_{>}}\right)}{\sigma\left(A \circ \alpha_{[1, m]}\right)}-1\right\|<e^{a-b n}
$$

with real $a, b$ independent of $A, m$, and $b>0$.
(c) (Exponential decrease of correlations.) If $0 \leqslant A \in \mathcal{C}_{[-\mathrm{m}+1,0]}$ and $0 \leqslant$ $B \in \mathcal{C}_{[n+1, n+m]}$, then

$$
|\sigma(A B)-\sigma(A) \sigma(B)| \leqslant e^{a-b n} \sigma(A) \sigma(B)
$$

(d) If $A \in \mathcal{C}_{(-\infty, 0]}$ and $B \in \mathcal{C}_{[n+1,+\infty)}$, then

$$
|\sigma(A B)-\sigma(A) \sigma(B)| \leqslant e^{a-b n} \sigma(|A|) \sigma(|B|)
$$

(e) If $b^{\prime}<\min (b, 2|\log \gamma|)$, there exists $a^{\prime}$ real such that, if $A, B \in \mathfrak{F}^{\gamma}$,

$$
\left|\sigma\left(A \cdot\left(B \circ \tau^{x}\right)\right)-\sigma(A) \sigma(B)\right| \leqslant e^{a^{\prime}-b^{\prime}|x|}\|A\|_{\gamma}\|B\|_{\gamma} .
$$

For fixed $\theta$ and $M>0$ one can choose $a^{\prime}, b^{\prime}$ such that this formula holds for all $\Phi$ with $\|\Phi\|_{\theta} \leqslant M$.
[(a) follows from the proof of Lemma 5.23, and one can choose $c$ to be a continuous function of $\|\Phi\|_{\theta}$ for fixed $\theta$. From (a) and Proposition 5.24 one obtains (b), and one can choose $a, b$, to be continuous functions of $\|\Phi\|_{\theta}$ (to see this use analyticity with respect to $\Phi \in \mathscr{B}_{\theta^{\prime}}$ where $\theta<\theta^{\prime}<1$, and the fact that $\left\{\Phi:\|\Phi\|_{\theta} \leqslant M\right\}$ is compact in $\mathscr{B}_{\theta^{\prime}}$ ). From (b) and exercise 3(a), one obtains (c) and (d). To prove (e) write $A=\Sigma A_{n}, B=\Sigma B_{n}$ as in the proof of Proposition 5.20.]
5. Let $\left(\Omega_{0}, t\right)$ be mixing and $\sigma=\sigma_{A}$ be the unique equilibrium state for $A \in \mathcal{F}^{\theta}$. If $B_{1}, \ldots, B_{l} \in \mathcal{F}^{\theta}$, write

$$
D^{l}\left(B_{1}, \ldots, B_{l}\right)=\left.\frac{\partial^{l}}{\partial s_{1} \cdots \partial s_{l}} P\left(A+\sum_{i} s_{i} B_{i}\right)\right|_{s_{1}=\cdots=s_{l}=0}
$$

(a) $D^{1}\left(B_{1}\right)=\sigma\left(B_{1}\right)$.
(b) $D^{2}\left(B_{1}, B_{2}\right)=\Sigma_{x \in \mathbf{Z}}\left[\sigma\left(B_{1} \cdot\left(B_{2} \circ \tau^{x}\right)\right)-\sigma\left(B_{1}\right) \sigma\left(B_{2}\right)\right]$.
(c) $B_{1} \mapsto D^{2}\left(B_{1}, B_{1}\right)$ is a positive semi-definite quadratic form on $\mathcal{F}^{\theta}$. Its kernel is $\left\{c+C \circ \tau-C: c \in \mathbf{R}, C \in \mathcal{F}^{\theta}\right\}$ and is thus independent of $A$. There is $R>0$ such that $\left[D^{2}\left(B_{1}, B_{1}\right)\right]^{1 / 2} \leqslant R\left\|B_{1}\right\|_{\theta}$.
(d) For all $p \in \mathbf{R}(\bmod 2 \pi)$,

$$
\sum_{x \in \mathbf{Z}} e^{-i p x}\left[\sigma\left(B_{1} \cdot\left(B_{1} \circ \tau^{x}\right)\right)-\sigma\left(B_{1}\right) \sigma\left(B_{1}\right)\right] \geqslant 0
$$

[Using Exercise 4(e), it suffices to prove (b) when $A, B_{1}, B_{2} \in \mathfrak{C}_{\Lambda}$ for finite $\Lambda$. Going over to a $\mathbf{Z}$-isomorphic system (see the proof of Corollary 4.10(b)), one can assume that

$$
A=\tilde{A} \circ \alpha_{\{0\}}, \quad B_{1}=\tilde{B}_{1} \circ \alpha_{\{0\}}, \quad B_{2}=\tilde{B}_{2} \circ \alpha_{\{0\}},
$$

where $\tilde{A}, \tilde{B}_{1}, \tilde{B}_{2} \in \mathcal{E}\left(\Omega_{0}\right)$. Let $U\left(\xi_{0}\right)=\exp \left[\tilde{A}\left(\xi_{0}\right)+s \tilde{B}_{2}\left(\xi_{0}\right)\right]$ and define the probability measure $\sigma_{n, s}$ on $\Omega_{[-n, n]}$ such that $\sigma_{n, s}\left\{\left(\xi_{-n}, \ldots, \xi_{n}\right)\right\}$ is proportional to

$$
U\left(\xi_{-n}\right) t_{\xi-n} \xi_{-n+1} U\left(\xi_{-n+1}\right) \cdots t_{\xi_{n-1} \xi_{n}} U\left(\xi_{n}\right)
$$

Then the thermodynamic limit of $\sigma_{n, s}$ is $\sigma_{A+s B_{2}}$ by uniqueness of the Gibbs state. One finds

$$
\begin{aligned}
\frac{d}{d s} \sigma_{n, s}\left(\tilde{B}_{1} \circ \alpha_{\{0\},[-n, n]}\right)= & \sum_{x=-n}^{n}\left[\sigma_{n, s}\left(\left(\tilde{B}_{1} \circ \alpha_{\{0\},[-n, n]}\right)\left(\tilde{B}_{2} \circ \alpha_{\{x\},[-n, n]}\right)\right)\right. \\
& \left.-\sigma_{n, s}\left(\tilde{B}_{1} \circ \alpha_{\{0\},[-n, n]}\right) \sigma_{n, s}\left(\tilde{B}_{2} \circ \alpha_{\{x\},[-n, n]}\right)\right] .
\end{aligned}
$$

The expression in square brackets decreases exponentially with $|x|$, uniformly in $n$ (and in $s$ for small $s$ ). Therefore

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{d}{d s} \sigma_{n, s}\left(\tilde{B}_{1} \circ \alpha_{\{0\},[-n, n]}\right)= & \sum_{x \in \mathbf{Z}}\left[\sigma_{A+s B_{2}}\left(B_{1} \cdot\left(B_{2} \circ \tau^{x}\right)\right)\right. \\
& \left.-\sigma_{A+s B_{2}}\left(B_{1}\right) \sigma_{A+s B_{2}}\left(B_{2}\right)\right] ;
\end{aligned}
$$

hence

$$
\begin{equation*}
\frac{d}{d s} \sigma_{A+s B_{2}}\left(B_{1}\right)=\sum_{x \in \mathbf{Z}}\left[\sigma_{A+s B_{2}}\left(B_{1} \cdot\left(B_{2} \circ \tau^{x}\right)\right)-\sigma_{A+s B_{2}}\left(B_{1}\right) \sigma_{A+s B_{2}}\left(B_{2}\right)\right] \tag{*}
\end{equation*}
$$

and (b) follows. That $D^{2}\left(B_{1}, B_{1}\right) \geqslant 0$ follows from the convexity of $P$. In particular $D^{2}\left(B_{1}, B_{1}\right)=0$ implies $D^{2}\left(B_{1}, B_{2}\right)=0$. By induction on $l$, $\left({ }^{*}\right)$ permits the calculation of $D^{l}$, and one checks that $D^{2}\left(B_{1}, B_{1}\right)=0$ implies $D^{l}\left(B_{1}, \ldots, B_{l}\right)=0$ for $l \geqslant 2$. Therefore $d^{l} \sigma_{A+s B_{1}}\left(B_{2}\right) / d s^{l}$ vanishes for $s=0, l \geqslant 1$, and the function $s \mapsto \sigma_{A+s B_{1}}\left(B_{2}\right)$, being real analytic, is constant. The determination of the kernel of $B_{1} \mapsto D^{2}\left(B_{1}, B_{1}\right)$ follows then from Theorem 5.21. The estimate $D^{2}\left(B_{1}, B_{2}\right) \leqslant$ $R^{2}\left(\left\|B_{1}\right\|_{\theta}\right)^{2}$ follows for instance from Exercise 4(e). To prove (d) notice that there is $V$ unitary in $L^{2}(\Omega, \sigma)$ such that $V 1=1$ and $V B=B \circ \tau$. The expression considered is then

$$
\left.\sum_{x \in \mathbf{Z}} e^{-i p x}\left\langle\left(B_{1}-\left\langle 1, B_{1}\right\rangle\right), V^{x}\left(B_{1}-\left\langle 1, B_{1}\right\rangle\right)\right\rangle\right] .
$$

6. Let $\left(\Omega_{0}, t\right)$ be a Z-lattice system.
(a) If $A$ is complex continuous on $\Omega$, the radius of convergence of

$$
\zeta_{\tau}\left(z e^{A}\right)=\exp \sum_{m=1}^{\infty} \frac{z^{m}}{m} \sum_{\xi \in \mathrm{Fix} \tau^{m}} \exp \sum_{k=0}^{m-1} A\left(\tau^{k} \xi\right)
$$

(or its inverse) is at least $\exp [-P(\operatorname{Re} A)]$.
(b) The functions $A \mapsto \zeta_{\tau}\left(e^{A}\right), A \mapsto \zeta_{\tau}\left(e^{A}\right)^{-1}$ are holomorphic in the "convex tube" $\{A: P(\operatorname{Re} A)<0\}$ of the Banach space of complex continuous functions on $\Omega$.
7. Let $\left(\Omega_{0}, t\right)$ be mixing. There is a real continuous function $R$ on $\mathcal{F}_{\mathbf{C}}^{\theta}$ such that
(a) $R(A) \geqslant \exp [-P(\operatorname{Re} A)]$.
(b) If $d_{A}(z)=\exp \left[-\sum_{m=1}^{\infty} \frac{z^{m}}{m} \sum_{\xi \in \mathrm{Fix} \tau^{m}} \exp \sum_{k=0}^{m-1} A\left(\tau^{k} \xi\right)\right]$, then the function $(z, A) \mapsto d_{A}(z)$ is analytic on

$$
\left\{(z, A) \in \mathbf{C} \times \mathfrak{F}_{\mathbf{C}}^{\theta}:|z|<R(A)\right\}
$$

(c) If $A$ is real, then $R(A)>e^{-P(A)}$ and $d_{A}(\cdot)$ has only one zero in $\{z:|z|<$ $R(A)$,$\} . This zero is simple and located at \exp [-P(A)]$.
[(c) follows from Theorem 5.29, with $R$ continuous on $\mathfrak{F}^{\theta}$ and $R>e^{-P}$ : let

$$
\beta=\frac{\log r^{\prime}+P(A)}{\log \left|\Omega_{0}\right|-\log \theta}
$$

according to the proof one can take

$$
R(A)= \begin{cases}e^{-P(A)} / \theta^{\beta}=r^{\prime} /\left|\Omega_{0}\right|^{\beta} & \text { if } \beta \leqslant 1 \\ e^{-P(A)} / \theta & \text { if } \beta \geqslant 1\end{cases}
$$

From Exercise 6, the function $(z, A) \mapsto d_{A}(z)$ is holomorphic on $\{(z, A) \in$ $\left.\mathbf{C} \times \mathscr{F}_{\mathbf{C}}^{\theta}:|z|<\exp [-P(\operatorname{Re} A)]\right\}$. If $A \in \mathscr{F}_{\mathbf{C}}^{\theta}$, write $A=B+i C$, where $B$, $C \in \mathcal{F}^{\theta}$. We have bounds on the derivatives

$$
\begin{equation*}
\frac{d^{n}}{d z^{n}} d_{B+t C}(0) \tag{*}
\end{equation*}
$$

when $t$ is real (corresponding to Theorem 5.29), and when $t$ is not real (corresponding to Exercise 6) as seen above. Using conformal mapping and the formula

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} \log \left|f\left(\mathrm{re}^{i \theta}\right)\right| d \theta \geqslant \log |f(0)|
$$

(Jensen's theorem), we obtain new bounds on (*). Using these one can extend $R$ continuously from $\mathfrak{F}^{\theta}$ to $\mathscr{F}_{\mathbf{C}}^{\theta}$ so that (a) and (b) hold.]
8. Let $\Omega_{0}=\{0,1\}$, define an interaction $\Phi$ by

$$
\Phi(\xi|X|)= \begin{cases}\varphi_{|X|} & \text { if } X \text { is an interval and } \xi_{x}=1 \text { for all } x \in X \\ 0 & \text { otherwise }\end{cases}
$$

and write

$$
W_{n}=\sum_{k=1}^{n}(n-k+1) \varphi_{k}, \quad C=\sum_{k=1}^{\infty} \varphi_{k}
$$

Verify that

$$
\begin{aligned}
\sum_{m=1}^{\infty} z^{m} \sum_{\xi \in \mathrm{Fix} \tau^{m}} \exp \sum_{k=0}^{m-1} A_{\Phi}\left(\tau^{k} \xi\right)= & -z \frac{d}{d z}\left[\log (1-z)+\log \left(1-z e^{-C}\right)\right. \\
& \left.+\log \left(1-\frac{z}{1-z} \sum_{k=1}^{\infty} z^{k} e^{-W_{k}}\right)\right]
\end{aligned}
$$

and therefore

$$
\zeta\left(z e^{A}\right)^{-1}=\left(1-z e^{-C}\right)\left[1-z\left(1+\sum_{k=1}^{\infty} z^{k} e^{-W_{k}}\right)\right]
$$

[The potential introduced here corresponds to the model of Fisher [1]; see Gallavotti [2].]
9. Let $\Phi \in \mathscr{B}^{\theta}\left(\Omega_{0}, t\right)$, where $\left(\Omega_{0}, t\right)$ is mixing, and $\sigma$ be the corresponding Gibbs state. Given $A \in \mathcal{F}^{\theta}$ and a finite interval $\Lambda \subset \mathbf{Z}$, let

$$
\begin{gathered}
A_{\Lambda}(\xi)=|\Lambda|^{-1 / 2} \sum_{x \in \Lambda}\left[A\left(\tau^{x} \xi\right)-\sigma(A)\right], \\
D=\sum_{x \in \mathbf{Z}}\left[\sigma\left(A \cdot \tau^{x} A\right)-\sigma(A)^{2}\right]=D^{2}(A, A) \geqslant 0
\end{gathered}
$$

Let $\gamma$ be the gaussian probability measure $(1 / \sqrt{2 \pi D}) e^{-t^{2} / 2 \mathrm{D}} d t$ on $\mathbf{R}$ if $D>0$, the unit mass $\delta_{0}$ at 0 if $D=0$.
(a) For any integer $n \geqslant 0$

$$
\lim _{|\Lambda| \rightarrow \infty} \sigma\left(A_{\Lambda}^{2 n}\right)=\frac{(2 n)!}{n!} \frac{D^{n}}{2^{n}}, \quad \lim _{|\Lambda| \rightarrow \infty} \sigma\left(A_{\Lambda}^{2 n+1}\right)=0
$$

(b) (Central limit theorem.) When $|\Lambda| \rightarrow \infty$, the measure $A_{\Lambda} \sigma$ tends vaguely to $\gamma$. In fact, if $\varphi: \mathbf{R} \rightarrow \mathbf{R}$ is continuous with at most polynomial growth, $\left(A_{\Lambda} \sigma\right)(\varphi) \rightarrow \gamma(\varphi)$.
(c) More generally, let $A=\left(A_{1}, \ldots, A_{m}\right): \Omega \rightarrow \mathbf{R}^{m}$ with $A_{1}, \ldots, A_{m} \in$ $\mathcal{F}^{\theta}$, and write

$$
\begin{aligned}
A_{\Lambda}(\xi) & =|\Lambda|^{-1 / 2} \sum_{x \in \Lambda}\left[A\left(\tau^{x} \xi\right)-\sigma(A)\right] \\
D_{i j} & =\sum_{x \in \mathbf{Z}}\left[\sigma\left(A_{i} \cdot \tau^{x} A_{j}\right)-\sigma\left(A_{i}\right) \sigma\left(A_{j}\right)\right]=D^{2}\left(A_{i}, A_{j}\right)
\end{aligned}
$$

The matrix $\left(D_{i j}\right)$ is $\geqslant 0$. Suppose (for simplicity) that it has an inverse ( $\Delta_{i j}$ ), and let $\gamma$ be the gaussian probability measure

$$
(2 \pi)^{-m / 2}\left(\operatorname{det}\left(D_{i j}\right)\right)^{-1 / 2} \exp \left(-\frac{1}{2} \sum_{i, j} \Delta_{i j} t_{i j}\right) d t_{1} \cdots d t_{m}
$$

Then, when $|\Lambda| \rightarrow \infty$, we have $\left(A_{\Lambda} \sigma\right)(\varphi) \rightarrow \gamma(\varphi)$ for all continuous $\varphi$ : $\mathbf{R}^{m} \mapsto \mathbf{R}$ with at most polynomial growth.
[Notice first that $D=D^{2}(A, A) \geqslant 0$ by Exercise 5, and $D=0$ only if $A=$ $c+C \circ \tau-C$ with $c \in \mathbf{R}, C \in \mathscr{F}^{\theta}$. (a) follows from Exercise 4. Notice that

$$
\gamma\left(t^{2 n}\right)=\frac{(2 n)!}{n!} \frac{D^{n}}{2^{n}}, \quad \gamma\left(t^{2 n+1}=0\right.
$$

hence $\left(A_{\Lambda} \sigma\right),(\varphi) \rightarrow \gamma(\varphi)$ when $\varphi$ is a polynomial; (b) results then from the fact that $\gamma$ is uniquely determined by its moments. (c) can be easily obtained using Wick's theorem (see for instance Simon [1], Proposition 1.2).]

## 6

## Extension of the thermodynamic formalism

In this chapter we present extensions of some of the results of previous chapters to a more general situation. Proofs will only be sketched, but references to the literature will be given (in the text or in the bibliographic note at the end of the chapter). The extensions consist in replacing the configuration space $\Omega$ by a more general compact metrizable space $\Omega$ on which $\mathbf{Z}^{\nu}$ acts by homeomorphisms.

### 6.1 Generalities

Let $\boldsymbol{\Omega}$ be a non-empty compact metrizable space, and $x \rightarrow \tau^{x}$ a representation of $\mathbf{Z}^{\nu}$ by homeomorphisms of $\boldsymbol{\Omega}\left(\tau^{0}\right.$ is the identity and $\left.\tau^{x+y}=\tau^{x} \tau^{y}\right)$. We denote by $\mathcal{C}$ the Banach algebra $\mathcal{C}(\boldsymbol{\Omega})$ of real continuous functions on $\boldsymbol{\Omega}$ with the uniform norm. The probability measures on $\boldsymbol{\Omega}$ (also called states) form a convex compact metrizable subset of the weak dual $\mathfrak{C}^{*}$ of $\mathfrak{C}\left(\mathfrak{C}^{*}\right.$ is the space of real measures on $\Omega$; the topology of weak dual is the vague topology). The set $\boldsymbol{I}$ of $\tau$-invariant states is convex compact; it is a Choquet simplex (see Appendix A.5.5). The extremal points of $\boldsymbol{I}$ are the ergodic states and, since $\boldsymbol{I}$ is a metrizable simplex, every $\sigma \in \boldsymbol{I}$ has a unique decomposition into ergodic states: the ergodic decomposition (see Appendix A.5.6).

We shall make use of a metric $d$ compatible with the topology of $\boldsymbol{\Omega}$, but our results will not depend on the special choice of $d$.

### 6.2 Expansiveness

The $\mathbf{Z}^{v}$-action $\tau$ on $\boldsymbol{\Omega}$ is called expansive if there exists $\varepsilon>0$ such that

$$
\left(d\left(\tau^{x} \boldsymbol{\xi}, \tau^{x} \boldsymbol{\eta}\right) \leqslant \varepsilon \quad \text { for all } x \in \mathbf{Z}^{\nu}\right) \Rightarrow(\boldsymbol{\xi}=\boldsymbol{\eta})
$$

The number $\varepsilon$ is then called an expansive constant (with respect to the metric d). It is easily seen that the action $\tau$ on $\Omega$ considered in Chapter 3 is expansive.

Suppose that $\tau$ is expansive with expansive constant $\varepsilon$. Given $\delta>0$ there exists $L>0$ such that

$$
\begin{align*}
& \left(d\left(\tau^{x} \boldsymbol{\xi}, \tau^{x} \boldsymbol{\eta}\right) \leqslant \varepsilon \quad \text { whenever }|x| \leqslant L\right) \\
& \Rightarrow \quad(d(\boldsymbol{\xi}, \boldsymbol{\eta})<\delta) \tag{6.1}
\end{align*}
$$

[Proof: by compactness.]

### 6.3 Covers

A family $\mathfrak{A}=\left(\mathfrak{A}_{i}\right)$ of subsets of $\boldsymbol{\Omega}$ is a cover of $\boldsymbol{\Omega}$ if $\cup_{i} \mathfrak{A}_{i}=\boldsymbol{\Omega}$; it is a finite cover if the index set is finite, an open (respectively Borel, measurable) cover if the $\mathfrak{A}_{i}$ are open (respectively Borel, measurable). A partition is a cover $\left(\mathfrak{A}_{i}\right)$ such that $i \neq j$ implies $\mathfrak{A}_{i} \cap \mathfrak{A}_{j}=\emptyset$.

Let $\mathfrak{A}=\left(\mathfrak{A}_{i}\right), \mathfrak{B}=\left(\mathfrak{B}_{j}\right)$ be covers of $\boldsymbol{\Omega}$. The cover $\mathfrak{A} \vee \mathfrak{B}$ consists of the sets $\mathfrak{A}_{i} \cap \mathfrak{B}_{j}$. This notation extends to any finite family of covers. The cover $\tau^{-x} \mathfrak{A}$ consists of the sets $\tau^{-x} \mathfrak{A}_{i}$, and we write

$$
\mathfrak{A}^{\Lambda}=\bigvee_{x \in \Lambda} \tau^{-x} \mathfrak{A}
$$

We also write

$$
\begin{gathered}
|\mathfrak{A}|=\text { number of indices } i \text { such that } \mathfrak{A}_{i} \neq \emptyset ; \\
\operatorname{diam} \mathfrak{A}=\sup \operatorname{diam} \mathfrak{A}_{i},
\end{gathered}
$$

where diam $\mathfrak{A}_{i}$ is the diameter of $\mathfrak{A}_{i}$ with respect to the metric $d$.
If $\mathfrak{A}=\left(\mathfrak{A}_{i}\right)$ is an open cover of the compact metrizable set $\boldsymbol{\Omega}$, there is a number $\delta>0$ (Lebesgue number) such that, if $\operatorname{diam} X<\delta$, then $X \subset \mathfrak{A}_{i}$ for some $i$. [Proof: by compactness.]

Suppose that $\tau$ is expansive with expansive constant $\varepsilon$, and that $\operatorname{diam} \mathfrak{A} \leqslant \varepsilon$. Then, given $\delta>0$, there exists a finite $\Lambda \subset \mathbf{Z}^{v}$ such that

$$
\begin{equation*}
\operatorname{diam} \mathfrak{A}^{\Lambda}<\delta \tag{6.2}
\end{equation*}
$$

[This follows from (6.1).]
If $\mathfrak{A}$ is a cover of $\boldsymbol{\Omega}$ and $\mathfrak{B}$ a subfamily of $\mathfrak{A}$ which is again a cover of $\boldsymbol{\Omega}$, we say that $\mathfrak{B}$ is a subcover; obviously $|\mathfrak{B}| \leqslant|\mathfrak{A}|$.

### 6.4 Entropy

If $\boldsymbol{\sigma} \in \boldsymbol{I}$ and $\mathfrak{A}$ is a finite Borel partition of $\boldsymbol{\Omega}$, let

$$
H(\sigma, \mathfrak{A})=-\sum_{i} \sigma\left(\mathfrak{A}_{i}\right) \log \sigma\left(\mathfrak{A}_{i}\right)
$$

(where $0 \log 0=0$ as usual). Then the following exist:

$$
\begin{align*}
h_{\tau}(\boldsymbol{\sigma}, \mathfrak{A}) & =\lim _{\Lambda \notinfty} \frac{1}{|\Lambda|} H\left(\boldsymbol{\sigma}, \mathfrak{A}^{\Lambda}\right) \\
& =\inf _{\Lambda} \frac{1}{|\Lambda|} H\left(\boldsymbol{\sigma}, \mathfrak{A}^{\Lambda}\right) \tag{6.3}
\end{align*}
$$

[Proof: Define $\Omega=\left(\Omega_{0}\right)^{\mathbf{Z}^{v}}$ as in Chapter 3, with $\Omega_{0}=\left\{\mathfrak{A}_{i}\right\}$; there is then $\sigma \in I$ such that $H\left(\sigma, \mathfrak{A}^{\Lambda}\right)=S\left(\alpha_{\Lambda} \sigma\right)$ for all finite $\Lambda \subset \mathbf{Z}^{\nu}$; one then applies Theorem 3.10.] One checks readily that for any nonempty finite $\Lambda \subset \mathbf{Z}^{v}$,

$$
\begin{equation*}
h_{\tau}(\boldsymbol{\sigma}, \mathfrak{A})=h_{\tau}\left(\boldsymbol{\sigma}, \mathfrak{A}^{\Lambda}\right) \tag{6.4}
\end{equation*}
$$

The (mean) entropy of $\sigma$ is

$$
h(\boldsymbol{\sigma})=h_{\tau}(\boldsymbol{\sigma})=\sup _{\mathfrak{A}} h_{\tau}(\boldsymbol{\sigma}, \mathfrak{A}) .
$$

This is a real number $\geqslant 0$, or $+\infty$. The entropy is an invariant of the abstract dynamical system $(\boldsymbol{\Omega}, \boldsymbol{\sigma}, \tau)$ (the Kolmogorov-Sinai invariant for $v=1$ ).

### 6.5 Proposition

Let $\boldsymbol{\sigma} \in \boldsymbol{I}$, and $\mathfrak{A}$ be a Borel partition of $\Omega$.
(a) $h_{\tau}(\boldsymbol{\sigma}, \mathfrak{A})$ tends to $h(\boldsymbol{\sigma})$ when $\operatorname{diam} \mathfrak{A} \rightarrow 0$. Therefore $h_{\tau}$ is affine on $\boldsymbol{I}$.
(b) If $\tau$ is expansive with expansive constant $\varepsilon$, then $h_{\tau}(\boldsymbol{\sigma}, \mathfrak{A})=h(\boldsymbol{\sigma})$ when $\operatorname{diam} \mathfrak{A} \leqslant \varepsilon$. In particular, if $\tau$ is expansive, $h$ is upper semi-continuous on $\boldsymbol{I}$.
[The proof given by Bowen [6], Section 2A, for $v=1$, extends readily. One shows (see Exercise 1) first that

$$
\begin{equation*}
h_{\tau}(\boldsymbol{\sigma}, \mathfrak{A})-h_{\tau}(\boldsymbol{\sigma}, \mathfrak{B}) \leqslant H(\boldsymbol{\sigma}, \mathfrak{A} \vee \mathfrak{B})-H(\boldsymbol{\sigma}, \mathfrak{B}), \tag{6.5}
\end{equation*}
$$

and then that, given $\mathfrak{A}$, the (positive) right-hand side is arbitrarily small for small diam $\mathfrak{B}$. This proves (a). When $\tau$ is expansive, (6.2) and (6.4) show that $h_{\tau}(\sigma, \mathfrak{A})=h_{\tau}(\boldsymbol{\sigma})$ when diam $\mathfrak{A} \leqslant \varepsilon$. Given $\boldsymbol{\rho} \in \boldsymbol{I}$, one can choose $\mathfrak{A}$ such that $\operatorname{diam} \mathfrak{A}<\varepsilon$, and the boundaries of the elements $\mathfrak{A}_{i}$ of the partition $\mathfrak{A}$ have
$\rho$-measure 0 ; then the function $\sigma \rightarrow H\left(\sigma, \mathfrak{A}^{\Lambda}\right)$ is continuous at $\rho$ for each $\Lambda$, and therefore $h_{\tau}(\cdot)=h_{\tau}(\cdot, \mathfrak{A})$ is upper semi-continuous at $\rho$ by (6.3).]

### 6.6 Pressure

Let $\mathfrak{A}$ be any finite cover of $\Omega$. Given $A \in \mathcal{C}$ and a finite $\Lambda \subset \mathbf{Z}^{v}$, we define a partition function

$$
\begin{aligned}
Z_{\Lambda}(A, \mathfrak{A})= & \min \left\{\sum_{j} \exp \left[\sup _{\xi \in \mathfrak{B}_{j}} \sum_{x \in \Lambda} A\left(\tau^{x} \boldsymbol{\xi}\right)\right]\right. \\
& \left.:\left(\mathfrak{B}_{j}\right) \text { is a subcover of } \mathfrak{A}^{\Lambda}\right\}
\end{aligned}
$$

We have

$$
\begin{equation*}
Z_{\Lambda+x}(A, \mathfrak{A})=Z_{\Lambda}(A, \mathfrak{A}) \tag{6.6}
\end{equation*}
$$

and if $\Lambda_{1} \cap \Lambda_{2}=\emptyset$, it is readily checked that

$$
\begin{equation*}
Z_{\Lambda_{1} \cup \Lambda_{2}}(A, \mathfrak{A}) \leqslant Z_{\Lambda_{1}}(A, \mathfrak{A}) \cdot Z_{\Lambda_{2}}(A, \mathfrak{A}) \tag{6.7}
\end{equation*}
$$

We define

$$
\begin{align*}
P(A, \mathfrak{A}) & =\lim _{a \rightarrow \infty}|\Lambda(a)|^{-1} \log Z_{\Lambda(a)}(A, \mathfrak{A}) \\
& =\inf _{a}|\Lambda(a)|^{-1} \log Z_{\Lambda(a)}(A, \mathfrak{A}) \tag{6.8}
\end{align*}
$$

That the limit exists and is equal to the inf follows from the subadditivity of $a \mapsto \log Z_{\Lambda(a)}(A, \mathfrak{A})$ implied by (6.6), (6.7) (see Appendix A.1.4). We have

$$
\begin{equation*}
\exp (-|\Lambda| \cdot\|A\|) \leqslant Z_{\Lambda}(A, \mathfrak{A}) \leqslant(|\mathfrak{A}| \exp \|A\|)^{|\Lambda|} \tag{6.9}
\end{equation*}
$$

From the first inequality (6.9) we see that $P(A, \mathfrak{A})$ is finite. Using (6.7) and the second inequality (6.9), we can compare $Z_{\Lambda}(A, \mathfrak{A})$ with the partition function for a union of disjoint translates of $\Lambda(a)$ contained in $\Lambda$. We find thus

$$
\begin{equation*}
\limsup _{\Lambda / \infty} \frac{1}{|\Lambda|} \log Z_{\Lambda}(A, \mathfrak{A})=P(A, \mathfrak{A}) \tag{6.10}
\end{equation*}
$$

For finite open covers $\mathfrak{A}=\left(\mathfrak{A}_{i}\right)$ of $\boldsymbol{\Omega}$ the limit

$$
\begin{equation*}
P(A)=P_{\tau}(A)=\lim _{\text {diam } \mathfrak{A} \rightarrow 0} P(A, \mathfrak{A}) \tag{6.11}
\end{equation*}
$$

exists, finite or $+\infty$. [Bowen [6], Proposition 2.8. The idea is that if $\mathfrak{B}=\left(\mathfrak{B}_{j}\right)$ is an open cover such that each $\mathfrak{B}_{j}$ is contained in some $\mathfrak{A}_{i}$, then $P(A, \mathfrak{A}) \leqslant$ $P(A, \mathfrak{B})+\delta$, where $\delta$ is the maximum of the oscillation of $A$ on a set $\mathfrak{A}_{i}$
(i.e. $\delta=\max _{i} \sup \left\{|A(\boldsymbol{\xi})-A(\boldsymbol{\eta})|: \boldsymbol{\xi}, \boldsymbol{\eta} \in \mathfrak{A}_{i}\right\}$ ). This holds in particular if diam $\mathfrak{B}$ is a Lebesgue number for $\mathfrak{A}$.] The limit $P(A)$ defined by (6.11) is called the (topological) pressure of $A \in \mathcal{C}$.

If we have a sequence (or net) of open covers $\mathfrak{A}$ and, for each $\mathfrak{A}$, a non-empty finite set $\Lambda \subset \mathbf{Z}^{v}$, so that diam $\mathfrak{A}^{\Lambda} \rightarrow 0$, then $P(A, \mathfrak{A}) \rightarrow P(A)$. [The proof is similar to that of (6.11): if diam $\mathfrak{B}^{\Lambda}$ is a Lebesgue number for $\mathfrak{A}$, then

$$
Z_{\Lambda(a)}(A, \mathfrak{A}) \leqslant Z_{\Lambda(a)+\Lambda}(A, \mathfrak{B}) \exp [|\Lambda(a)| \delta+(|\Lambda(a)+\Lambda|-|\Lambda(a)|)\|A\|]
$$

and therefore $P(A, \mathfrak{A}) \leqslant P(A, \mathfrak{B})+\delta$.] In particular, if $\tau$ is expansive and diam $\mathfrak{A}$ an expansive constant, then $P(A, \mathfrak{A})=P(A)$.

### 6.7 Other definitions of the pressure

Let again $A \in \mathcal{C}$ and $\mathfrak{A}$ be a finite open cover of $\boldsymbol{\Omega}$. We define a new partition function

$$
\begin{aligned}
Z_{\Lambda}^{(1)}(A, \mathfrak{A})= & \min \left\{\sum_{j} \exp \left[\inf _{\xi \in \mathfrak{B}_{j}} \sum_{x \in \Lambda} A\left(\tau^{x} \boldsymbol{\xi}\right)\right]\right. \\
& \left.:\left(\mathfrak{B}_{j}\right) \text { is a subcover of } \mathfrak{A}^{\Lambda}\right\}
\end{aligned}
$$

Then

$$
1 \leqslant \frac{Z_{\Lambda}(A, \mathfrak{A})}{Z_{\Lambda}^{(1)}(A, \mathfrak{A})} \leqslant e^{|\Lambda| \delta}
$$

where $\delta$ is the maximum of the oscillation of $A$ on a set of $\mathfrak{A}^{\Lambda}$, and one checks that

$$
\begin{aligned}
P(A) & =\lim _{\operatorname{diam} \mathfrak{A} \rightarrow 0} \limsup _{\Lambda / \infty} \frac{1}{|\Lambda|} \log Z_{\Lambda}^{(1)}(A, \mathfrak{A}) \\
& =\sup _{\mathfrak{A}} \limsup _{\Lambda / \infty} \frac{1}{|\Lambda|} \log Z_{\Lambda}^{(1)}(A, \mathfrak{A}) .
\end{aligned}
$$

One can in this formula replace $\Lambda$ by $\Lambda(a)$ and $\Lambda \nearrow \infty$ by $a \rightarrow \infty$. One also has

$$
P(A)=\lim _{\operatorname{diam} \mathfrak{A} \rightarrow \infty} \liminf _{a \rightarrow \infty} \frac{1}{|\Lambda(a)|} \log Z_{\Lambda(a)}^{(1)}(A, \mathfrak{A})
$$

Let $S$ be a finite subset of $\boldsymbol{\Omega}$. We say that $S$ is $(\Lambda, \varepsilon)$-separated if $\boldsymbol{\xi}, \boldsymbol{\eta} \in S$ and $\boldsymbol{\xi} \neq \boldsymbol{\eta}$ imply

$$
d\left(\tau^{x} \boldsymbol{\xi}, \tau^{x} \boldsymbol{\eta}\right)>\varepsilon \quad \text { for some } \quad x \in \Lambda
$$

We say that $S$ is $(\Lambda, \varepsilon)$-spanning if for all $\boldsymbol{\eta} \in \boldsymbol{\Omega}$ there exists $\boldsymbol{\xi} \in S$ such that

$$
d\left(\tau^{x} \boldsymbol{\xi}, \tau^{x} \boldsymbol{\eta}\right) \leqslant \varepsilon \quad \text { for all } \quad x \in \Lambda
$$

One can then define partition functions

$$
\begin{aligned}
& Z_{\Lambda}^{(2)}(A, \varepsilon)=\sup \left\{\sum_{\xi \in S} \exp \sum_{x \in \Lambda} A\left(\tau^{x} \boldsymbol{\xi}\right): S \text { is }(\Lambda, \varepsilon) \text {-separated }\right\} \\
& Z_{\Lambda}^{(3)}(A, \varepsilon)=\inf \left\{\sum_{\xi \in S} \exp \sum_{x \in \Lambda} A\left(\tau^{x} \boldsymbol{\xi}\right): S \text { is }(\Lambda, \varepsilon) \text {-spanning }\right\}
\end{aligned}
$$

and, for $i=2,3$,

$$
\limsup _{\Lambda \neq \infty} \frac{1}{|\Lambda|} \log Z_{\Lambda}^{(i)}(A, \varepsilon)
$$

increases as $\varepsilon$ decreases. One shows [Walters [1], Section 1] that

$$
\begin{aligned}
P(A) & =\lim _{\varepsilon \rightarrow 0} \limsup _{\Lambda / \infty} \frac{1}{|\Lambda|} \log Z_{\Lambda}^{(i)}(A, \varepsilon) \\
& =\lim _{\varepsilon \rightarrow 0} \limsup _{a \rightarrow \infty} \frac{1}{|\Lambda(a)|} \log Z_{\Lambda(a)}^{(i)}(A, \varepsilon)
\end{aligned}
$$

(see Exercise 2). One also has

$$
P(A)=\lim _{\varepsilon \rightarrow 0} \liminf _{a \rightarrow \infty} \frac{1}{|\Lambda(a)|} \log Z_{\Lambda(a)}^{(i)}(A, \varepsilon)
$$

If $\tau$ is expansive, it is not necessary to let $\operatorname{diam} \mathfrak{A} \rightarrow 0$ or $\varepsilon \rightarrow 0$ in the formulae for the pressure (of this section and the preceding one). It suffices to take for diam $\mathfrak{A}$ or $\varepsilon$ an expansive constant. In particular

$$
\begin{aligned}
P(A) & =\lim _{a \rightarrow \infty} \frac{1}{|\Lambda(a)|} \log Z_{\Lambda(a)}(A, \mathfrak{A}) \\
& =\lim _{a \rightarrow \infty} \frac{1}{|\Lambda(a)|} \log Z_{\Lambda(a)}^{(1)}(A, \mathfrak{A}) \\
& =\lim _{a \rightarrow \infty} \frac{1}{|\Lambda(a)|} \log Z_{\Lambda(a)}^{(i)}(A, \varepsilon), \quad i=2,3 .
\end{aligned}
$$

Therefore the definition of the pressure given in Theorem 3.4 is a special case of that given here.

### 6.8 Properties of the pressure

Either $P(A)=+\infty$ for all $A \in \mathcal{C}$, or $P(A)$ is finite for all $A \in \mathcal{C}$. In the latter case $P$ is convex, and increasing [i.e. $A \leqslant B$ implies $P(A) \leqslant P(B)$ ] on $\mathcal{C} ; P$ is also continuous:

$$
|P(A)-P(B)| \leqslant\|A-B\|
$$

and, if $t \in \mathbf{R}$,

$$
\begin{aligned}
P\left(A+B \circ \tau^{x}-B+t\right) & =P(A)+t \quad(t \in \mathbf{R}) \\
P(A+B) & \leqslant P(A)+P(B) \\
|P(A)| & \leqslant P(|A|)
\end{aligned}
$$

[For the easy proofs, see Walters [1], Theorem 2.1.]

### 6.9 The action $\tau^{a}$

Given integers $a_{1}, \ldots, a_{v}>0$, write $a x=\left(a_{1} x_{1}, \ldots, a_{\nu} x_{\nu}\right)$. A $\mathbf{Z}^{v}$-action $\tau^{a}$ is defined by $\left(\tau^{a}\right)^{x}=\tau^{a x}$, and one checks easily that

$$
\begin{gather*}
h_{\tau}(\boldsymbol{\sigma}, \mathfrak{A})=\frac{1}{|\Lambda(a)|} h_{\tau^{a}}\left(\boldsymbol{\sigma}, \mathfrak{A}^{\Lambda(a)}\right),  \tag{6.12}\\
P_{\tau}(A, \mathfrak{A})=\frac{1}{|\Lambda(a)|} P_{\tau^{a}}\left(\sum_{x \in \Lambda(a)} A \circ \tau^{x}, \mathfrak{A}^{\Lambda(a)}\right) . \tag{6.13}
\end{gather*}
$$

[Bowen [6], Lemma 2.9.]

### 6.10 Lemma

Let $\mathfrak{B}$ be a finite open cover of $\Omega$, and $\Lambda$ a finite subset of $\mathbf{Z}^{\nu}$. There exists a Borel partition $\mathfrak{B}_{\Lambda}$ of $\Omega$ such that
(a) each set of $\mathfrak{B}_{\Lambda}$ is contained in some set of $\mathfrak{B}^{\Lambda}$;
(b) each $\boldsymbol{\xi} \in \boldsymbol{\Omega}$ is in the closure of at most $|\Lambda| \cdot|\mathfrak{B}|$ sets of $\mathfrak{B}_{\Lambda}$.
[Bowen [6], Lemma 2.12. The idea is as follows. A partition of unity subordinate to $\mathfrak{B}$ gives a map $\alpha: \Omega \mapsto \Delta$ where $\Delta$ is a $(|\mathfrak{B}|-1)$-dimensional simplex. Let $\beta=\left(\alpha \circ \tau^{x}\right)_{x \in \Lambda}: \Omega \mapsto \Delta^{\Lambda}$; one takes for $\mathfrak{B}_{\Lambda}$ the inverse image by $\beta$ of a suitable partition of the $(|\mathfrak{B}| \cdot|\Lambda|-|\Lambda|)$-dimensional set $\Delta^{\Lambda}$.]

### 6.11 Lemma

If $\mathfrak{A}$ is a Borel partition of $\boldsymbol{\Omega}$ such that each $\boldsymbol{\xi} \in \boldsymbol{\Omega}$ is in the closure of at most $M$ members of $\mathfrak{A}$, then

$$
\begin{equation*}
h(\boldsymbol{\sigma}, \mathfrak{A})+\boldsymbol{\sigma}(A) \leqslant P(A)+\log M \tag{6.14}
\end{equation*}
$$

[Bowen [6], Lemma 2.11. Denote by $\mathfrak{A}_{i}^{\Lambda}(i=1,2, \ldots)$ the non-empty sets in $\mathfrak{A}^{\Lambda}$, and for each $i$ choose $\xi_{i} \in \mathfrak{A}_{i}^{\Lambda}$ such that

$$
\int_{\mathfrak{A}_{i}^{\Lambda}} \boldsymbol{\sigma}(d \boldsymbol{\xi}) \sum_{x \in \Lambda} A\left(\tau^{x} \xi\right) \leqslant \boldsymbol{\sigma}\left(\mathfrak{A}_{i}^{\Lambda}\right) \sum_{x \in \Lambda} A\left(\tau^{x} \boldsymbol{\xi}_{i}\right)
$$

Then

$$
\begin{aligned}
h_{\tau}(\boldsymbol{\sigma}, \mathfrak{A})+\boldsymbol{\sigma}(A) & \leqslant|\Lambda|^{-1}\left[H\left(\boldsymbol{\sigma}, \mathfrak{A}^{\Lambda}\right)+\sigma\left(\sum_{x \in \Lambda} A \circ \tau^{x}\right)\right] \\
& \leqslant|\Lambda|^{-1} \sum_{i} \sigma\left(\mathfrak{A}_{i}^{\Lambda}\right)\left(-\log \sigma\left(\mathfrak{A}_{i}^{\Lambda}\right)+\sum_{x \in \Lambda} A\left(\tau^{\chi} \xi_{i}\right)\right) \\
& \leqslant|\Lambda|^{-1} \log \sum_{i} \exp \sum_{x \in \Lambda} A\left(\tau^{x} \xi_{i}\right)
\end{aligned}
$$

Let $\mathfrak{B}$ be a finite open cover of $\boldsymbol{\Omega}$ such that each member of $\mathfrak{B}$ intersects at most $M$ members of $\mathfrak{A}$, and let $\mathfrak{B}^{\prime}=\left(\mathfrak{B}_{j}^{\prime}\right)$ be a subcover of $\mathfrak{B}^{\Lambda}$. For each $\mathfrak{A}_{i}^{\Lambda}$ choose $\mathfrak{B}_{j}^{\prime} \ni \boldsymbol{\xi}_{i}$; this map $\mathfrak{A}_{i}^{\Lambda} \rightarrow \mathfrak{B}_{j}^{\prime}$ is at most $M^{|\Lambda|}$ to one; therefore

$$
h_{\tau}(\boldsymbol{\sigma}, \mathfrak{A})+\boldsymbol{\sigma}(A) \leqslant|\Lambda|^{-1} \log \sum_{j} M^{|\Lambda|} \sup _{\xi \in \mathfrak{B}_{j}^{\prime}} \sum_{x \in \Lambda} A\left(\tau^{x} \boldsymbol{\xi}\right)
$$

Taking the minimum over the subcovers $\left(\mathfrak{B}_{j}^{\prime}\right)$ we have

$$
h_{\tau}(\boldsymbol{\sigma}, \mathfrak{A})+\boldsymbol{\sigma}(A) \leqslant \log M+|\Lambda|^{-1} \log Z_{\Lambda}(A, \mathfrak{B})
$$

Taking $\Lambda \nearrow \infty$, then diam $\mathfrak{B} \rightarrow 0$, we obtain (6.14).]

### 6.12 Theorem (variational principle)

For all $A \in \mathcal{C}$,

$$
P(A)=\sup _{\sigma \in I}[h(\sigma)+\sigma(A)] .
$$

This is the main general theorem on pressure. We give the outline of a proof (assuming for simplicity $P(A)$ finite). In part (a) we follow Bowen ([6], Section 2.B), in part (b) we follow Denker ([1], Theorem 2).
(a) Given $A \in \mathcal{C}$, we have for all $\boldsymbol{\sigma} \in \boldsymbol{I}$

$$
\begin{equation*}
h(\boldsymbol{\sigma})+\sigma(A) \leqslant P(A) \tag{6.15}
\end{equation*}
$$

The idea is to eliminate the term $\log M$ in (6.14) by replacing the $\mathbf{Z}^{\nu}$ action $\tau$ by $\tau^{a}$. Let $\mathfrak{A}$ be a Borel partition of $\boldsymbol{\Omega}$. By (6.12) we have

$$
h_{\tau}(\boldsymbol{\sigma}, \mathfrak{A})+\boldsymbol{\sigma}(A)=\frac{1}{|\Lambda(a)|}\left[h_{\tau^{a}}\left(\boldsymbol{\sigma}, \mathfrak{A}^{\Lambda(a)}\right)+\boldsymbol{\sigma}\left(\sum_{x \in \Lambda(a)} A \circ \tau^{x}\right)\right] .
$$

Choose now $\mathfrak{B}_{\Lambda(a)}$ according to Lemma 6.10 with any finite open covering $\mathfrak{B}$ with small diam $\mathfrak{B}$. According to (6.5), and Lemma 6.11 applied to $\mathfrak{B}_{\Lambda(a)}$, the above expression is

$$
\begin{aligned}
\leqslant & \frac{1}{|\Lambda(a)|}\left[h_{\tau^{a}}\left(\boldsymbol{\sigma}, \mathfrak{B}_{\Lambda(a)}\right)+\boldsymbol{\sigma}\left(\sum_{x \in \Lambda(a)} A \circ \tau^{x}\right)\right. \\
& \left.+H\left(\boldsymbol{\sigma}, \mathfrak{A}^{\Lambda(a)} \vee \mathfrak{B}_{\Lambda(a)}\right)-H\left(\boldsymbol{\sigma}, \mathfrak{B}_{\Lambda(a)}\right)\right] \\
\leqslant & \frac{1}{|\Lambda(a)|}\left[P_{\tau^{a}}\left(\sum_{x \in \Lambda(a)} A \circ \tau^{x}\right)+\log (|\Lambda(a)| \cdot|\mathfrak{B}|)\right. \\
& \left.+H\left(\boldsymbol{\sigma}, \mathfrak{A}^{\Lambda(a)} \vee \mathfrak{B}_{\Lambda(a)}\right)-H\left(\boldsymbol{\sigma}, \mathfrak{B}_{\Lambda(a)}\right)\right]
\end{aligned}
$$

This first term is $P(A)$ by $(6.13) ;|\Lambda(a)|^{-1} \log (|\Lambda(a)| \cdot|\mathfrak{B}|)$ tends to zero when $a \rightarrow \infty$; finally one has [see Exercise 1(a)]

$$
\begin{aligned}
& \frac{1}{|\Lambda(a)|}\left[H\left(\boldsymbol{\sigma}, \mathfrak{A}^{\Lambda(a)} \vee \mathfrak{B}_{\Lambda(a)}\right)-H\left(\boldsymbol{\sigma}, \mathfrak{B}_{\Lambda(a)}\right)\right] \\
& \leqslant \frac{1}{|\Lambda(a)|} \sum_{x \in \Lambda(a)}\left[H\left(\boldsymbol{\sigma},\left(\tau^{-x} \mathfrak{A}\right) \vee \mathfrak{B}_{\Lambda(a)}\right)-H\left(\boldsymbol{\sigma}, \mathfrak{B}_{\Lambda(a)}\right)\right] \\
& =\frac{1}{|\Lambda(a)|} \sum_{x \in \Lambda(a)}\left[H\left(\boldsymbol{\sigma}, \mathfrak{A} \vee \tau^{x} \mathfrak{B}_{\Lambda(a)}\right)-H\left(\boldsymbol{\sigma}, \tau^{x} \mathfrak{B}_{\Lambda(a)}\right)\right]
\end{aligned}
$$

and, since diam $\tau^{x} \mathfrak{B}_{\Lambda(a)} \leqslant \operatorname{diam} \mathfrak{B}$, this is arbitrarily small [see Exercise 1(b)].
(b) Given $A \in \mathcal{C}$ and $\varepsilon>0$, there exists $\sigma \in I$ such that

$$
\begin{equation*}
h(\boldsymbol{\sigma})+\sigma(A) \geqslant P(A)-3 \varepsilon \tag{6.16}
\end{equation*}
$$

Choose a finite open cover $\mathfrak{B}$ such that

$$
P(A, \mathfrak{B}) \geqslant P(A)-\varepsilon
$$

and diam $\mathfrak{B}$ is so small that $|A(\boldsymbol{\xi})-A(\boldsymbol{\eta})|<\varepsilon$ if $\boldsymbol{\xi}, \boldsymbol{\eta} \in \mathfrak{B}_{j}$. Now choose $a$ such that $|\Lambda(a)|^{-1} \log (|\Lambda(a)| \cdot|\mathfrak{B}|)<\varepsilon$, and choose $\mathfrak{A}=\mathfrak{B}_{\Lambda(a)}$ according to

Lemma 6.10. Writing $\Omega_{0}=\left\{\mathfrak{A}_{i}\right\}$, construct the spaces

$$
\begin{aligned}
\Omega & =\left\{\left(\mathfrak{A}_{i_{x}}\right) \in\left(\Omega_{0}\right)^{\mathbf{z}^{v}}: \bigcap_{x \in \mathbf{z}^{v}} \text { closure } \tau^{a x} \mathfrak{A}_{i_{x}} \neq \emptyset\right\}, \\
\Omega^{*} & =\left\{\left(\boldsymbol{\xi},\left(\mathfrak{A}_{i_{x}}\right)\right) \in \Omega \times \Omega: \boldsymbol{\xi} \in \bigcap_{x \in \mathbf{z}^{v}} \text { closure } \tau^{a x} \mathfrak{A}_{i_{x}}\right\} .
\end{aligned}
$$

Let $p: \Omega^{*} \mapsto \Omega, q: \Omega^{*} \mapsto \Omega$ be the projections, and define $B \in \mathcal{C}(\Omega)$ by

$$
B\left(\mathfrak{A}_{i_{x}}\right)=\max _{j: \mathfrak{A}_{i_{0}} \subset \mathfrak{B}_{j}} \sup _{\xi \in \mathfrak{B}_{j}} \sum_{x \in \Lambda(a)} A\left(\tau^{x} \boldsymbol{\xi}\right) .
$$

Then

$$
\begin{aligned}
P(A)-\varepsilon \leqslant P(A, \mathfrak{B}) & =\frac{1}{|\Lambda(a)|} P_{\tau^{a}}\left(\sum_{x \in \Lambda(a)} A \circ \tau^{x}, \mathfrak{B}^{\Lambda(a)}\right) \\
& \leqslant \frac{1}{|\Lambda(a)|} P(B)=\frac{1}{|\Lambda(a)|}[s(\sigma)+\sigma(B)]
\end{aligned}
$$

where we have used Theorem 3.12 and $\sigma$ is a translation invariant probability measure on $\Omega$. There exists (by the Hahn-Banach and Markov-Kakutani theorems - see Appendix A.3.2 and A.3.4) a translation invariant probability measure $\sigma^{*}$ on $\Omega^{*}$ such that $q \sigma^{*}=\sigma$. Let $\tilde{\sigma}=p \sigma^{*}$; then $\tilde{\sigma}$ is $\tau^{a}$-invariant and

$$
\begin{aligned}
\sigma(B) & \leqslant \tilde{\sigma}\left(\sum_{x \in \Lambda(a)} A \circ \tau^{x}\right)+|\Lambda(a)| \varepsilon \\
s(\sigma) & \leqslant h_{\tau^{a}}(\tilde{\sigma})+\log (|\Lambda(a)| \cdot|\mathfrak{B}|)
\end{aligned}
$$

[estimate $h_{\tau^{a}}(\tilde{\sigma})$ with the partition formed by the intersections of the closures of the $\mathfrak{A}_{i}$ ]. Therefore

$$
P(A)-\varepsilon \leqslant \frac{1}{|\Lambda(a)|}\left[h_{\tau^{a}}(\tilde{\sigma})+\tilde{\sigma}\left(\sum_{x \in \Lambda(a)} A \circ \tau^{x}\right)\right]+2 \varepsilon
$$

or writing $\sigma=|\Lambda(a)|^{-1} \Sigma_{x \in \Lambda(a)} \tau^{x} \tilde{\sigma} \in I$,

$$
P(A)-3 \varepsilon \leqslant \frac{1}{|\Lambda(a)|} h_{\tau^{a}}(\boldsymbol{\sigma})+\boldsymbol{\sigma}(A)=h_{\tau}(\boldsymbol{\sigma})+\boldsymbol{\sigma}(A) .
$$

### 6.13 Equilibrium states

Suppose that $P$ is not $+\infty$. The set of equilibrium states for $A \in \mathcal{C}$ is by definition

$$
\boldsymbol{I}_{A}=\{\boldsymbol{\sigma} \in \boldsymbol{I}: h(\boldsymbol{\sigma})+\boldsymbol{\sigma}(A)=P(A)\}
$$

This set can be empty (see for instance Gurevič [1]. In particular, it need not coincide with

$$
\begin{equation*}
\boldsymbol{I}_{A}^{\prime}=\left\{\boldsymbol{\sigma} \in \mathfrak{C}^{*}: P(A+B) \geqslant P(A)+\boldsymbol{\sigma}(B) \quad \text { for all } \quad B \in \mathcal{C}\right\} \tag{6.17}
\end{equation*}
$$

The interesting case (next theorem) is when $h_{\tau}$ is upper semi-continuous on $\boldsymbol{I}$. This happens if $\tau$ is expansive (Proposition 6.5(b)).

### 6.14 Theorem

Let $h_{\tau}$ be finite upper semi-continuous on $\boldsymbol{I}$.
(a) $\boldsymbol{I}_{A}=\boldsymbol{I}_{A}^{\prime} \neq \emptyset ; \boldsymbol{I}_{A}$ is convex, compact, a Choquet simplex, and a face of $\boldsymbol{I}$. (b) The set

$$
\boldsymbol{D}=\left\{A \in \mathcal{C}: \boldsymbol{I}_{A} \text { consists of a single point }\right\}
$$

is residual in $\mathcal{C}$.
(c) For all $\boldsymbol{\sigma} \in \boldsymbol{I}$,

$$
h(\sigma)=\inf _{A \in \mathbb{C}}[P(A)-\sigma(A)] .
$$

As in the proof of Theorem 3.7, one sees that $\boldsymbol{I}_{A}^{\prime}$ is convex, compact, and contained in $\boldsymbol{I}$, and that

$$
\boldsymbol{D}^{\prime}=\left\{A \in \mathcal{C}: \boldsymbol{I}_{A}^{\prime} \text { consists of a single point }\right\}
$$

is residual in $\mathcal{C}$.
Since $h_{\tau}$ is upper semi-continuous, we have $\boldsymbol{I}_{A} \neq \varnothing$, and the proof of (c) is the same as that of the corresponding statement of Theorem 3.12. The proof of Theorem 3.12 also shows that $\boldsymbol{I}_{A}=\boldsymbol{I}_{A}^{\prime}$. Therefore $\boldsymbol{D}=\boldsymbol{D}^{\prime}$ is residual in $\mathcal{C}$, proving (b).

Finally the proof that $\boldsymbol{I}_{A}$ is a Choquet simplex and a face of $\boldsymbol{I}$ is the same as that of Corollary 3.14.

### 6.15 Remark

Suppose that $P(0)<+\infty$ and that, for all $\boldsymbol{\sigma} \in \boldsymbol{I}$,

$$
\begin{equation*}
h(\sigma)=\inf _{A \in \mathscr{C}}[P(A)-\sigma(A)] . \tag{6.18}
\end{equation*}
$$

Then $h$ is upper semi-continuous, as the inf of continuous functions. By Theorem 6.14(c), (6.18) is thus equivalent to the upper semi-continuity of $h$.

Israel's theorem (Appendix A.3.6) applies to the present situation, permitting the approximation of invariant states by equilibrium states. In particular the following analogs of Theorem 3.16 and Corollary 3.17 hold.

Let $h_{\tau}$ be finite and upper semi-continuous. Given $A \in \mathcal{C}, \boldsymbol{\sigma} \in \boldsymbol{I}$, and $\varepsilon>0$, there exist $A^{\prime} \in \mathcal{C}$ and $\boldsymbol{\sigma}^{\prime} \in \boldsymbol{I}_{A^{\prime}}$ such that

$$
\left\|\boldsymbol{\sigma}^{\prime}-\boldsymbol{\sigma}\right\| \leqslant \varepsilon
$$

and

$$
\left\|A^{\prime}-A\right\| \leqslant \frac{1}{\varepsilon}\left[P(A)-\sigma(A)-h_{\tau}(\boldsymbol{\sigma})\right] .
$$

The union of the $\boldsymbol{I}_{A}$ for $A \in \mathcal{C}$, i.e., the set of all equilibrium states, is dense in $I$ for the norm topology.

If $\rho_{1}, \ldots, \rho_{n}$ are ergodic states, there is $A \in \mathcal{C}$ such that $\rho_{1}, \ldots, \rho_{n} \in \boldsymbol{I}_{A}$.

### 6.16 Commuting continuous maps

If, instead of a $\mathbf{Z}^{\nu}$-action $\tau$ on $\boldsymbol{\Omega}$, generated by $\nu$ commuting homeomorphisms, we are given $v$ commuting continuous maps, we can extend most of the previous results of this chapter. This is indicated in Section 6.18. We omit (for simplicity) considerations of expansiveness.
$\tau^{x}$ is now defined only when $x \in \mathbf{Z}_{\geqslant}^{v}=\left\{x \in \mathbf{Z}^{v}: x_{1}, \ldots, x_{v} \geqslant 0\right\}$; it is thus a $\mathbf{Z}_{\geqslant}^{\nu}$-action. We indicate how to associate with it a $\mathbf{Z}^{\nu}$-action.

### 6.17 Extension to a $\mathbf{Z}^{\nu}$-action

First, let

$$
\begin{equation*}
\boldsymbol{\Omega}^{\prime}=\bigcap_{x \in \mathbf{Z}_{\geqslant}^{\prime}} \tau^{x} \boldsymbol{\Omega} \tag{6.19}
\end{equation*}
$$

The $\mathbf{Z}_{\geqslant}^{\nu}$-action $\tau$ restricts to $\boldsymbol{\Omega}^{\prime}$, and $\tau^{x}: \boldsymbol{\Omega}^{\prime} \mapsto \boldsymbol{\Omega}^{\prime}$ is onto for all $x \in \mathbf{Z}_{\geqslant}^{\nu}$. We construct now a compact metrizable space $\underline{\Omega}$ with $\mathbf{Z}^{\nu}$-action $\tau$ and a continuous map $\boldsymbol{\pi}: \underline{\boldsymbol{\Omega}} \mapsto \boldsymbol{\Omega}$, such that

$$
\pi \underline{\Omega}=\boldsymbol{\Omega}^{\prime}
$$

and $\boldsymbol{\pi} \tau^{a}=\tau^{a} \boldsymbol{\pi}$ when $a \in \mathbf{Z}_{\geqslant}^{v}$.
We let

$$
\underline{\boldsymbol{\Omega}}=\left\{\left(\boldsymbol{\xi}_{x}\right) \in\left(\boldsymbol{\Omega}^{\prime}\right)^{\mathbf{Z}^{v}}: \tau^{a} \boldsymbol{\xi}_{x-a}=\boldsymbol{\xi}_{x} \text { if } a \in \mathbf{Z}_{\geqslant}^{v} \text { and } x \in \mathbf{Z}_{\leqslant}^{v}\right\} .
$$

This is compact metrizable as a closed subset of a countable product of compact metrizable sets. We also let

$$
\tau^{a-b}\left(\boldsymbol{\xi}_{x}\right)=\left(\boldsymbol{\eta}_{x}\right) \quad \text { with } \quad \boldsymbol{\eta}_{x}=\tau^{a} \boldsymbol{\xi}_{x-b}
$$

if $a, b \in \mathbf{Z}_{\geqslant}^{v}$. The consistency of this definition is easily checked, and yields a $\mathbf{Z}^{\nu}$-action by homeomorphisms $\tau^{x}$ of $\underline{\Omega}$. Finally we write

$$
\boldsymbol{\pi}\left(\xi_{x}\right)=\xi_{0} .
$$

It is then clear that $\boldsymbol{\pi} \tau^{a}=\tau^{a} \boldsymbol{\pi}$ when $a \in \mathbf{Z}_{\geqslant}^{v}$. One also verifies easily that

$$
\pi \underline{\Omega}=\Omega^{\prime} .
$$

If $\sigma$ is a $\tau$-invariant probability measure on $\Omega$, then supp $\sigma \subset \Omega^{\prime}$. By the Hahn-Banach and Markov-Kakutani theorems* there is a probability measure $\underline{\boldsymbol{\sigma}}$ on $\underline{\boldsymbol{\Omega}}$ such that $\boldsymbol{\pi} \underline{\boldsymbol{\sigma}}=\boldsymbol{\sigma}$, and $\tau^{x} \underline{\boldsymbol{\sigma}}=\underline{\boldsymbol{\sigma}}$ for all $x \in \mathbf{Z}_{\geqslant}^{v}$. Then $\tau^{x} \underline{\boldsymbol{\sigma}}=\underline{\boldsymbol{\sigma}}$ for all $x \in \mathbf{Z}^{\boldsymbol{V}}$ (because the $\tau^{x}$ are homeomorphisms of $\underline{\boldsymbol{\Omega}}$ ). In fact $\underline{\boldsymbol{\sigma}}$ is unique because the functions $A \circ \boldsymbol{\pi}^{\circ} \tau^{x}$, with $A \in \mathcal{C}$ and $x \in \mathbf{Z}^{\nu}$, are dense in $\mathcal{C}(\underline{\boldsymbol{\Omega}})$. Therefore $\boldsymbol{\pi}: \underline{\boldsymbol{\sigma}} \mapsto \boldsymbol{\sigma}$ is a bijection of the $\tau$-invariant states on $\underline{\boldsymbol{\Omega}}$ to the $\tau$-invariant states on $\boldsymbol{\Omega}$ (it is an affine homeomorphism).

### 6.18 Results for $Z_{\geqslant}^{v}$-actions

As already mentioned, we omit all considerations of expansiveness. Apart from that the definitions and results of Sections 6.1, 6.3, 6.4, 6.5 carry over to the present case, with the following remarks.
(a) We define and consider $\mathfrak{A}^{\Lambda}$ only when $\Lambda \subset \mathbf{Z}_{\geqslant}^{\nu}$.
(b) If $\boldsymbol{\sigma} \in \boldsymbol{I}$, let $\underline{\boldsymbol{\sigma}}$ be obtained by the construction of Section 6.17. Then

$$
H\left(\boldsymbol{\sigma}, \mathfrak{A}^{\Lambda}\right)=H\left(\underline{\boldsymbol{\sigma}}, \pi^{-1} \mathfrak{A}^{\Lambda}\right)=H\left(\underline{\boldsymbol{\sigma}},\left(\boldsymbol{\pi}^{-1} \mathfrak{A}\right)^{\Lambda}\right),
$$

and the existence of the limit (6.3) follows:

$$
h(\boldsymbol{\sigma}, \mathfrak{A})=h\left(\underline{\boldsymbol{\sigma}}, \boldsymbol{\pi}^{-1} \mathfrak{A}\right) .
$$

For any finite $\Lambda \subset \mathbf{Z}^{\nu}$, (6.4) gives

$$
h\left(\underline{\boldsymbol{\sigma}}, \boldsymbol{\pi}^{-1} \mathfrak{A}\right)=h\left(\underline{\boldsymbol{\sigma}},\left(\boldsymbol{\pi}^{-1} \mathfrak{A}\right)^{\Lambda}\right) .
$$

[^19]Since $\operatorname{diam}\left(\boldsymbol{\pi}^{-1} \mathfrak{A}\right)^{\Lambda}$ is arbitrarily small when diam $\mathfrak{A}$ is sufficiently small and $\Lambda$ sufficiently large, Proposition 6.5(a) holds, and

$$
\begin{equation*}
h(\boldsymbol{\sigma})=h(\underline{\sigma}) . \tag{6.20}
\end{equation*}
$$

Concerning the definition of the pressure in Section 6.6, we note that (6.6) need not hold for a $\mathbf{Z}_{\geqslant}^{v}$-action, but that we have

$$
Z_{\Lambda+x}(A, \mathfrak{A}) \leqslant Z_{\Lambda}(A, \mathfrak{A}) \quad \text { for } \quad \Lambda \subset \mathbf{Z}_{\geqslant}^{v}, \quad x \in \mathbf{Z}_{\geqslant}^{v}
$$

because $\tau^{x} \boldsymbol{\Omega} \subset \boldsymbol{\Omega}$. Therefore $a \mapsto \log Z_{\Lambda(a)}(A, \mathfrak{A})$ remains subadditive, and (6.8), (6.10) hold. Furthermore

$$
P(A, \mathfrak{A})=\lim _{a \rightarrow \infty}|\Lambda(a)|^{-1} \log Z_{\Lambda(a)}^{*}(A, \mathfrak{A})
$$

where

$$
Z_{\Lambda}^{*}(A, \mathfrak{A})=\lim _{x \rightarrow \infty} Z_{\Lambda+x}(A, \mathfrak{A})
$$

Let $Z_{\Lambda}^{\prime}(A, \mathfrak{A})$ denote the partition function computed from the restriction of $A$ and $\mathfrak{A}$ to $\boldsymbol{\Omega}^{\prime}$ (defined by (6.19)). We have

$$
Z_{\Lambda}^{\prime}(A, \mathfrak{A})=Z_{\Lambda}\left(A \circ \boldsymbol{\pi}, \boldsymbol{\pi}^{-1} \mathfrak{A}\right)
$$

and

$$
Z_{\Lambda}^{\prime}(A, \mathfrak{A}) \leqslant Z_{\Lambda}^{*}(A, \mathfrak{A}) \leqslant Z_{\Lambda}^{\prime}(A, \mathfrak{A}) e^{|\Lambda| \delta}
$$

where $\delta$ is the maximum of the oscillation of $A$ on a set $\mathfrak{A}_{i}$. Also

$$
\lim _{\operatorname{diam} \mathfrak{A} \rightarrow 0} P\left(A \circ \boldsymbol{\pi}, \boldsymbol{\pi}^{-1} \mathfrak{A}\right)=P(A \circ \boldsymbol{\pi})
$$

because $\operatorname{diam}\left(\boldsymbol{\pi}^{-1} \mathfrak{A}\right)^{\Lambda}$ is arbitrarily small when diam $\mathfrak{A}$ is sufficiently small and $\Lambda$ sufficiently large (see end of Section 6.6). Therefore finally (6.11) holds with

$$
\begin{equation*}
P(A)=P(A \circ \pi) \tag{6.21}
\end{equation*}
$$

Sections $6.7,6.8,6.9$ carry over to $\mathbf{Z}_{\geqslant}^{v}$-actions without any problem. Lemmas 6.10 and 6.11 will not be needed (but carry over). Theorem 6.12 remains correct because the case of a $\mathbf{Z}_{\geqslant}^{\nu}$-action reduces to that of a $\mathbf{Z}^{\nu}$-action by (6.20) and (6.21). Finally, with the definitions of $\boldsymbol{I}_{A}, \boldsymbol{I}_{A}^{\prime}$ given in Section 6.13, Theorem 6.14 and Remark 6.15 remain correct.

### 6.19 Remark

If $\tau^{*}$ is a $\mathbf{Z}^{\nu}$-action on $\boldsymbol{\Omega}$, and $\tau$ the $\mathbf{Z}_{\geqslant}^{\nu}$-action obtained by restriction of $\tau^{*}$ to $\mathbf{Z}_{\geqslant}^{v}$, the $\tau$-invariant states coincide with the $\tau^{*}$-invariant states, $h_{\tau}=h_{\tau^{*}}$, and $P_{\tau}=P_{\tau^{*}}$. In fact the map $\boldsymbol{\pi}: \underline{\boldsymbol{\Omega}} \mapsto \boldsymbol{\Omega}$ introduced in Section 6.17 is a homeomorphism.

### 6.20 Topological entropy

$P_{\tau}(0)$ is called the topological entropy of the $\mathbf{Z}_{\geqslant}^{v}$-action $\tau$. From the various definitions of Sections 6.6 and 6.7 one sees that the topological entropy gives a measure of how mixing $\tau$ is. We have for instance

$$
\left.P(0)=\sup _{\mathfrak{A}} \inf _{a}|\Lambda(a)|^{-1} \log \text { (least cardinal of a subcover of } \mathfrak{A}^{\Lambda(a)}\right)
$$

The variational principle becomes here

$$
P(0)=\sup _{\boldsymbol{\sigma} \in \boldsymbol{I}} h(\boldsymbol{\sigma})
$$

If $v>1$ and $P_{\tau}(0)>0$, it is easily seen that the topological entropy of the


### 6.21 Relative pressure

Let $\boldsymbol{\Omega}$ and $\boldsymbol{\Omega}^{\prime}$ be metrizable compact sets with $\mathbf{Z}_{\geqslant}^{v}$ actions $\tau$ and $\tau^{\prime}$ each generated by $v$ continuous maps. We assume that the diagram

is commutative, where $\pi$ is continuous and onto $\Omega$. We denote by $\boldsymbol{I}$ (respectively $\boldsymbol{I}^{\prime}$ ) the set of $\tau$-invariant probability measures on $\boldsymbol{\Omega}$ (respectively of $\tau^{\prime}$-invariant probability measures on $\boldsymbol{\Omega}^{\prime}$ ).

Let $A^{\prime} \in \mathcal{C}\left(\boldsymbol{\Omega}^{\prime}\right), \boldsymbol{\xi} \in \boldsymbol{\Omega}$, and $\Lambda$ be a finite subset of $\mathbf{Z}_{\geqslant}^{\nu}$.

If $\mathfrak{A}$ is a finite open cover of $\boldsymbol{\Omega}^{\prime}$, we write

$$
Z_{\Lambda}\left(A^{\prime}, \boldsymbol{\xi}, \mathfrak{A}\right)=\min \left\{\sum_{j} \exp \left[\sup _{\xi^{\prime} \in \mathfrak{B}_{j} \cap \pi^{-1} \xi} \sum_{x \in \Lambda} A^{\prime}\left(\tau^{\prime x} \boldsymbol{\xi}^{\prime}\right)\right]\right.
$$

$:\left(\mathfrak{B}_{j}\right)$ is a subfamily of $\mathfrak{A}^{\Lambda}$ which covers $\left.\boldsymbol{\pi}^{-1} \boldsymbol{\xi}\right\}$,
and define $Z_{\Lambda}^{(1)}$ similarly with $\inf _{\xi^{\prime}}$ replacing $\sup _{\xi^{\prime}}$.
If $\varepsilon>0$ we write ${ }^{*}$

$$
\begin{aligned}
& Z_{\Lambda}^{(2)}\left(A^{\prime}, \boldsymbol{\xi}, \varepsilon\right)= \sup \left\{\sum_{\xi \in S} \exp \sum_{x \in \Lambda} A^{\prime}\left(\tau^{\prime x} \boldsymbol{\xi}^{\prime}\right)\right. \\
&\left.: S \subset \boldsymbol{\pi}^{-1} \boldsymbol{\xi} \text { and } S \text { is }(\Lambda, \varepsilon) \text {-separated }\right\}, \\
& Z_{\Lambda}^{(3)}\left(A^{\prime}, \boldsymbol{\xi}, \varepsilon\right)=\inf \left\{\sum_{\xi \in S} \exp \sum_{x \in \Lambda} A^{\prime}\left(\tau^{\prime x} \boldsymbol{\xi}^{\prime}\right)\right. \\
&\left.: S \subset \boldsymbol{\Omega} \text { and } S \text { is }(\Lambda, \varepsilon) \text {-spanning for } \boldsymbol{\pi}^{-1} \boldsymbol{\xi}\right\}
\end{aligned}
$$

With this notation the following results hold.

### 6.22 Theorem $^{\dagger}$

(a) If $\boldsymbol{\sigma} \in \boldsymbol{I}$, for $\boldsymbol{\sigma}$-almost all $\boldsymbol{\xi}$ the following limit exists:

$$
\begin{aligned}
P\left(A^{\prime}, \boldsymbol{\xi}\right) & =\lim _{\operatorname{diam} \mathfrak{A} \rightarrow 0} \limsup _{a \rightarrow \infty} \frac{1}{|\Lambda(a)|} \log Z_{\Lambda(a)}\left(A^{\prime}, \boldsymbol{\xi}, \mathfrak{A}\right) \\
& =\lim _{\operatorname{diam} \mathfrak{A} \rightarrow 0} \limsup _{a \rightarrow \infty} \frac{1}{|\Lambda(a)|} \log Z_{\Lambda(a)}^{(1)}\left(A^{\prime}, \boldsymbol{\xi}, \mathfrak{A}\right) \\
& =\lim _{\varepsilon \rightarrow 0} \limsup _{a \rightarrow \infty} \frac{1}{|\Lambda(a)|} \log Z_{\Lambda(a)}^{(2)}\left(A^{\prime}, \boldsymbol{\xi}, \varepsilon\right) \\
& =\lim _{\varepsilon \rightarrow 0} \limsup _{a \rightarrow \infty} \frac{1}{|\Lambda(a)|} \log Z_{\Lambda(a)}^{(3)}\left(A^{\prime}, \boldsymbol{\xi}, \varepsilon\right),
\end{aligned}
$$

and it defines a measurable $\tau$-invariant function $P\left(A^{\prime}, \cdot\right)$ on $\Omega$.

[^20](b) The following variational principle holds:
\[

$$
\begin{equation*}
\int P\left(A^{\prime}, \boldsymbol{\xi}\right) \boldsymbol{\sigma}(d \boldsymbol{\xi})=\sup _{\sigma^{\prime} \in I^{\prime}: \pi \sigma^{\prime}=\sigma}\left[h_{\tau^{\prime}}\left(\boldsymbol{\sigma}^{\prime} \mid \boldsymbol{\pi}\right)+\boldsymbol{\sigma}^{\prime}\left(A^{\prime}\right)\right] \tag{6.22}
\end{equation*}
$$

\]

where the relative entropy $h_{\tau^{\prime}}\left(\boldsymbol{\sigma}^{\prime} \mid \boldsymbol{\pi}\right)$ reduces to $h_{\tau^{\prime}}\left(\boldsymbol{\sigma}^{\prime}\right)-h_{\tau}\left(\pi \sigma^{\prime}\right)$ when $h \tau\left(\boldsymbol{\pi} \boldsymbol{\sigma}^{\prime}\right)<+\infty$.

If $\boldsymbol{\sigma}$ is ergodic one can of course assume that $P\left(A^{\prime}, \boldsymbol{\xi}\right)$ is independent of $\boldsymbol{\xi}$, and write $P\left(A^{\prime}, \boldsymbol{\sigma}\right)$ instead.

### 6.23 Corollary

Let $v=1, F$ be a finite set, and $M: \Omega \mapsto \mathbf{R}^{F^{2}}$ be a continuous function with value in the $F \times F$ matrices with entries $M_{j k}>0$. The limit

$$
\begin{equation*}
P_{\xi}=\lim _{n \rightarrow \infty} \frac{1}{n} \log \left\|M(\boldsymbol{\xi}) M(\tau \boldsymbol{\xi}) \cdots M\left(\tau^{n-1} \boldsymbol{\xi}\right)\right\| \tag{6.23}
\end{equation*}
$$

exists for $\boldsymbol{\sigma}$-almost all $\boldsymbol{\xi}$. If we take $\boldsymbol{\Omega}^{\prime}=\boldsymbol{\Omega} \times F^{\mathbf{Z}}$ and let $\boldsymbol{\pi}: \boldsymbol{\Omega}^{\prime} \mapsto \boldsymbol{\Omega}$ be the canonical projection, we have $P_{\xi}=P\left(A^{\prime}, \boldsymbol{\xi}\right)$, where

$$
A^{\prime}\left(\boldsymbol{\xi},\left(\xi_{x}\right)_{x \in \mathbf{Z}}\right)=\log M(\boldsymbol{\xi})_{\xi_{0} \xi_{1}}
$$

and the formula (6.22) holds.
[For the existence of the limit (6.23) see Furstenberg and Kesten [1], Oseledec [1].]

## Notes

The notion of entropy is due to Kolmogorov and Sinai. It is now classical for $v=1$ (see Billingsley [1]). For $v>1$, see Conze [1].

Much of the rest of the theory of this chapter is due to Walters [1]. He defined topological pressure and proved the variational principle (Theorem 6.12) for $v=1$ (actually for a continuous map); the extension to $v>1$ was done by Elsanousi [1].

Walters's variational principle is a generalization of the variational principle for lattice systems (Theorem 3.12). Walters was inspired in part by an intermediate generalization (Ruelle [4], where the "pressure" is introduced), and in part by the earlier work on topological entropy (see Section 6.20). Topological entropy was first defined by Adler, Konheim, and McAndrew [1]; equivalent definitions were later given by Bowen [3]. Goodwyn [1] proved that $P(0) \geqslant h(\boldsymbol{\sigma})$
for all $\boldsymbol{\sigma} \in \boldsymbol{I}$. That $P(0)$ is the supremum of the $h(\boldsymbol{\sigma})$ was shown by Dinaburg [1] for finite-dimensional $\boldsymbol{\Omega}$, and then by Goodman [1] in general. Technically the idea contained in Lemma 6.10, and due to Goodwyn, played an essential role.

In the presentation given here we have largely followed Bowen [6], except for the simple proof of one half of Theorem 6.12, due to Denker [1]. Another very simple proof of the whole theorem is due to Misiurewicz [1]. Theorem 6.14 in this setting appears to be new. In general, the reader is urged to consult Bowen [6] for further details.

## Exercises

1. [See Bowen [6], Lemma 2.2 and Lemma 2.3.]
(a) Let $\mathfrak{A}^{\prime}, \mathfrak{A}^{\prime \prime}, \mathfrak{B}$ be Borel partitions of $\boldsymbol{\Omega}$. Show that

$$
H\left(\boldsymbol{\sigma}, \mathfrak{A}^{\prime} \vee \mathfrak{A}^{\prime \prime} \vee \mathfrak{B}\right)-H\left(\boldsymbol{\sigma}, \mathfrak{A}^{\prime} \vee \mathfrak{B}\right)-H\left(\boldsymbol{\sigma}, \mathfrak{A}^{\prime \prime} \vee \mathfrak{B}\right)+H(\boldsymbol{\sigma}, \mathfrak{B}) \leqslant 0 .
$$

[This is, in a new guise, the strong subadditivity of the entropy; see Equation (3.22).] This can be rewritten

$$
\begin{aligned}
& H\left(\sigma, \mathfrak{A}^{\prime} \vee \mathfrak{A}^{\prime \prime} \vee \mathfrak{B}\right)-H(\boldsymbol{\sigma}, \mathfrak{B}) \\
& \quad \leqslant H\left(\boldsymbol{\sigma}, \mathfrak{A}^{\prime} \vee \mathfrak{B}\right)-H(\boldsymbol{\sigma}, \mathfrak{B})+H\left(\boldsymbol{\sigma}, \mathfrak{A}^{\prime \prime} \vee \mathfrak{B}\right)-H(\boldsymbol{\sigma}, \mathfrak{B})
\end{aligned}
$$

Therefore if $\mathfrak{A}, \mathfrak{B}$ are Borel partitions we have

$$
\begin{aligned}
H\left(\boldsymbol{\sigma}, \mathfrak{A}^{\Lambda}\right)-H\left(\boldsymbol{\sigma}, \mathfrak{B}^{\Lambda}\right) & \leqslant H\left(\boldsymbol{\sigma}, \mathfrak{A}^{\Lambda} \vee \mathfrak{B}^{\Lambda}\right)-H\left(\boldsymbol{\sigma}, \mathfrak{B}^{\Lambda}\right) \\
& \leqslant \sum_{x \in \Lambda}\left[H\left(\boldsymbol{\sigma},\left(\tau^{-x} \mathfrak{A}\right) \vee \mathfrak{B}^{\Lambda}\right)-H\left(\boldsymbol{\sigma}, \mathfrak{B}^{\Lambda}\right)\right] \\
& \leqslant \sum_{x \in \Lambda}\left[H\left(\boldsymbol{\sigma},\left(\tau^{-x} \mathfrak{A}\right) \vee\left(\tau^{-x} \mathfrak{B}\right)\right)-H\left(\boldsymbol{\sigma}, \tau^{-x} \mathfrak{B}\right)\right] \\
& =|\Lambda|[H(\boldsymbol{\sigma}, \mathfrak{A} \vee \mathfrak{B})-H(\boldsymbol{\sigma}, \mathfrak{B})] .
\end{aligned}
$$

From this (6.5) follows.
(b) Given $\mathfrak{A}, \boldsymbol{\sigma}$, and $\varepsilon>0$, show that one can choose $\delta>0$ such that

$$
H(\sigma, \mathfrak{A} \vee \mathfrak{B})-H(\sigma, \mathfrak{B})<\varepsilon
$$

if diam $\mathfrak{B}<\delta$.
[Denote by $\Delta$ the symmetric difference: $A \Delta B=(A \cup B) \backslash(A \cap B)$. One can choose $\alpha>0$ such that if the partition $\mathfrak{A}^{\prime}$ has the same index set as $\mathfrak{A}$ and

$$
\begin{equation*}
\sigma\left(\mathfrak{A}_{i} \Delta \mathfrak{A}_{i}^{\prime}\right)<\alpha \quad \text { for all } i \tag{*}
\end{equation*}
$$

then
$H\left(\boldsymbol{\sigma}, \mathfrak{A} \vee \mathfrak{A}^{\prime}\right)-H\left(\boldsymbol{\sigma}, \mathfrak{A}^{\prime}\right)=-\sum_{i, k} \boldsymbol{\sigma}\left(\mathfrak{A}_{i} \cap \mathfrak{A}_{k}^{\prime}\right) \log \frac{\boldsymbol{\sigma}\left(\mathfrak{A}_{i} \cap \mathfrak{A}_{k}^{\prime}\right)}{\boldsymbol{\sigma}\left(\mathfrak{A}_{k}^{\prime}\right)}<\varepsilon$.
For diam $\mathfrak{B}<\delta$ sufficiently small there exists a partition $\mathfrak{A}^{\prime}$ coarser than $\mathfrak{B}$ (i.e. its sets are unions of sets of $\mathfrak{B}$ ) such that (*) holds; then

$$
\begin{aligned}
H(\boldsymbol{\sigma}, \mathfrak{A} \vee \mathfrak{B})-H(\boldsymbol{\sigma}, \mathfrak{B}) & =H\left(\boldsymbol{\sigma}, \mathfrak{A} \vee \mathfrak{A}^{\prime} \vee \mathfrak{B}\right)-H\left(\boldsymbol{\sigma}, \mathfrak{A}^{\prime} \vee \mathfrak{B}\right) \\
& \left.\leqslant H\left(\boldsymbol{\sigma}, \mathfrak{A} \vee \mathfrak{A}^{\prime}\right)-H\left(\boldsymbol{\sigma}, \mathfrak{A}^{\prime}\right)<\varepsilon\right] .
\end{aligned}
$$

2. We have defined $Z_{\Lambda}$ (Section 6.6), and $Z_{\Lambda}^{(i)}$ for $i=1,2,3$ (Section 6.7). Let also

$$
Z_{\Lambda}^{(2)^{\prime}}(A, \varepsilon)=\sum_{\xi \in S} \exp \sum_{x \in \Lambda} A\left(\tau^{x} \boldsymbol{\xi}\right)
$$

where $S$ is an arbitrarily chosen maximal ( $\Lambda, \varepsilon$ )-separated set.
(a) $Z_{\Lambda}^{(3)} \leqslant Z_{\Lambda}^{(2)^{\prime}} \leqslant Z_{\Lambda}^{(2)}[$ a maximal $(\Lambda, \varepsilon)$-separated set is ( $\Lambda, \varepsilon)$-spanning $]$.
(b) $Z_{\Lambda}^{(2)}(A, \operatorname{diam} \mathfrak{A}) \leqslant Z_{\Lambda}(A, \mathfrak{A})$.
(c) $Z_{\Lambda}^{(1)}(A, \mathfrak{A}) \leqslant Z_{\Lambda}^{(3)}(A, \delta / 2)$ if $\delta$ is a Lebesgue number for $\mathfrak{A}$.
(d) Prove the assertions of Section 6.7.
(e) Define $P$ in terms of $Z_{\Lambda}^{(2)^{\prime}}$.
3. Let $\boldsymbol{\Omega}, \boldsymbol{\Omega}^{*}$ be compact metrizable with $\mathbf{Z}_{\geqslant}^{v}$-actions $\tau$ and $\tau^{*}$. Let $f: \boldsymbol{\Omega}^{*} \rightarrow$ $\boldsymbol{\Omega}$ be continuous and such that $f \circ \tau^{* x}=\tau^{x} \circ f$.
(a) If $\boldsymbol{\sigma}^{*}$ is a $\tau^{*}$-invariant probability measure on $\boldsymbol{\Omega}^{*}$, then $h_{\tau^{*}}\left(\boldsymbol{\sigma}^{*}\right) \geqslant$ $h_{\tau}\left(f \boldsymbol{\sigma}^{*}\right)$. If $f$ is injective we have equality.
(b) If $A$ is a real continuous function on $\Omega$ and $f$ is surjective, then

$$
P_{\tau}(A) \leqslant P_{\tau^{*}}(A \circ f)
$$

(c) If $A$ is a real continuous function on $\Omega$ and $f$ is injective, then

$$
P_{\tau}(A) \geqslant P_{\tau^{*}}(A \circ f)
$$

( $P_{\tau}^{*}(A \circ f)$ is the pressure of $A$ restricted to $f \boldsymbol{\Omega}^{*}$ ). If the support of every $\tau$-invariant measure is contained in $f \boldsymbol{\Omega}^{*}$, we have equality.
4. Suppose that $\boldsymbol{\Omega}=\cup_{\alpha} \boldsymbol{\Omega}^{(\alpha)}$, where the $\boldsymbol{\Omega}^{(\alpha)}$ are closed and $\tau$-stable (i.e. $\tau^{x} \boldsymbol{\Omega}^{(\alpha)} \subset \boldsymbol{\Omega}^{(\alpha)}$ for all $\left.x \in \mathbf{Z}_{\geqslant}^{v}\right)$. Then $P_{\tau}(A)$ is the sup over $\alpha$ of the pressure of $A$ restricted to $\boldsymbol{\Omega}^{(\alpha)}$. [Choose $\boldsymbol{\sigma} \in \boldsymbol{I}$ such that $P(A)<h(\boldsymbol{\sigma})+\boldsymbol{\sigma}(A)+\varepsilon$, and decompose $\sigma$ into measures with appropriate supports; cf. Walters [1], Corollary 4.12(i).]
5. Let $\boldsymbol{\Omega}_{1}, \boldsymbol{\Omega}_{2}$ be compact metrizable with $\mathbf{Z}_{\geqslant}^{v}$ actions $\tau_{1}, \tau_{2}$, and let $\tau^{x}=$ $\tau_{1}^{x} \times \tau_{2}^{x}$ on $\boldsymbol{\Omega}_{1} \times \boldsymbol{\Omega}_{2}$. If $A_{1} \in \mathcal{C}\left(\boldsymbol{\Omega}_{1}\right), A_{2} \in \mathcal{C}\left(\boldsymbol{\Omega}_{2}\right)$, and $A\left(\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}\right)=A\left(\boldsymbol{\xi}_{1}\right)+$ $A\left(\boldsymbol{\xi}_{2}\right)$, then $P_{\tau}(A)=P_{\tau_{1}}\left(A_{1}\right)+P_{\tau_{2}}\left(A_{2}\right)$. [Cf. Walters [1], Theorem 2.2(viii).

Use the definition of $P$ in terms of $Z^{(3)}$ to prove that $P_{\tau}(A) \leqslant P_{\tau_{1}}\left(A_{1}\right)+$ $P_{\tau_{2}}\left(A_{2}\right)$, and the variational principle to prove the reverse inequality.]
6. If $P(0)<+\infty$, then

$$
\left\{\boldsymbol{\sigma} \in \mathfrak{C}^{*}: \boldsymbol{\sigma}(A) \leqslant P(A) \text { for all } A \in \mathcal{C}\right\}=\boldsymbol{I} .
$$

7. If $P(0)<+\infty$, let $\boldsymbol{I}_{A}^{\prime}$ be defined by (6.17). Show that $\boldsymbol{I}_{A} \subset \boldsymbol{I}_{A}^{\prime}$, and that the set $\boldsymbol{D}^{\prime}=\left\{A \in \mathcal{C}: \boldsymbol{I}_{A}^{\prime}\right.$ is reduced to a point $\}$ is residual.

Show that $\boldsymbol{I}_{A}^{\prime}$ is equal to the set $\boldsymbol{I}_{A}^{\prime \prime}$ of limits $\boldsymbol{\sigma}$ of sequences $\boldsymbol{\sigma}_{n}$ such that $\lim _{n \rightarrow \infty}\left[h\left(\sigma_{n}\right)+\sigma_{n}(A)\right]=P(A)$.
$\left[\right.$ Let $\sigma=\lim \sigma_{n}$ where $h\left(\sigma_{n}\right)+\sigma_{n}(A) \geqslant P(A)-1 / n$. Since $P(A+B) \geqslant$ $h\left(\sigma_{n}\right)+\sigma_{n}(A+B) \geqslant P(A)+\sigma_{n}(B)-1 / n$ for all $B \in \mathcal{C}$, we have $\boldsymbol{\sigma} \in \boldsymbol{I}_{A}^{\prime}$, and hence $\boldsymbol{I}_{A}^{\prime \prime} \subset \boldsymbol{I}_{A}^{\prime}$. Therefore if $A \in \boldsymbol{D}^{\prime}$, then $\boldsymbol{I}_{A}^{\prime \prime}=\boldsymbol{I}_{A}^{\prime}$. To show that $\boldsymbol{I}_{A}^{\prime} \subset \boldsymbol{I}_{A}^{\prime \prime}$, use the fact that $\boldsymbol{I}_{A}^{\prime}$ is contained in the closed convex hull of limits of $\boldsymbol{\sigma}_{n}$, where $\left\{\boldsymbol{\sigma}_{n}\right\}=\boldsymbol{I}_{A_{n}}^{\prime}, A_{n} \in \boldsymbol{D}$, and $A_{n} \rightarrow A$ (Appendix A.3.7).]

## 7

## Statistical mechanics on Smale spaces

Part of the thermodynamic formalism can be extended to the case of a general $\mathbf{Z}^{\nu}$-action by homeomorphisms of a compact metrizable space $\boldsymbol{\Omega}$, as we have seen in Chapter 6. We shall here extend the richer formalism of onedimensional systems, described in Chapter 5, to a certain class of Z-actions by homeomorphisms of compact metric spaces. Such Z-actions have been met and studied in the theory of axiom A diffeomorphisms by Smale [1]. We present here an abstract version of the relevant part of this theory. For the proofs we shall mostly refer to the publications on axiom A diffeomorphisms. These publications should also be consulted for motivation, particularly Smale [1] and Bowen [6]. The main new assumption here is that of a local product structure. The space $\Omega$ is "foliated" by "stable manifolds" $V_{x}^{+}$which contract exponentially under iterates of $f$, and "unstable manifolds" $V_{x}^{-}$which contract under iterates of $f^{-1}$. If $x$ and $y$ are sufficiently close, $V_{x}^{+}$and $V_{y}^{-}$determine a point $[x, y] \in V_{x}^{+} \cap V_{y}^{-}$and the local product structure is defined by the map $x, y \rightarrow[x, y]$.

### 7.1 Smale spaces

Let $\Omega$ be a non-empty compact metric space with metric $d$. We assume that we are given $\varepsilon>0$ and $[\cdot, \cdot]$ with the following property:
(SS1)

$$
[\cdot, \cdot]:\{(x, y) \in \boldsymbol{\Omega} \times \boldsymbol{\Omega}: d(x, y)<\varepsilon\} \rightarrow \boldsymbol{\Omega}
$$

is a continuous map such that $[x, x]=x$ and

$$
[[x, y], z]=[x, z], \quad[x,[y, z]]=[x, z]
$$

when the two sides of these relations are defined.

Note that there exists $\varepsilon_{n}>0$ such that any expression with nested square brackets of points $x_{1}, \ldots, x_{n}$ (in this order) is defined and equal to $\left[x_{1}, x_{n}\right]$ when $\operatorname{diam}\left\{x_{1}, \ldots, x_{n}\right\}<\varepsilon_{n}$.

Let in particular $d(x, y)<\varepsilon_{4}$. If we write $u=[y, x], v=[x, y]$, then

$$
\begin{array}{lll}
d(u, x)<\varepsilon, & d(v, x)<\varepsilon, & d(u, v)<\varepsilon, \\
u=[u, x], & v=[x, v], & {[u, v]=y .} \tag{7.1}
\end{array}
$$

Conversely, if $u, v$ satisfy these conditions, then $u=[u, x]=[[u, v], x]=$ $[y, x]$ and similarly $v=[x, y]$. This implies that $[\cdot, \cdot]: V_{x}^{-}(\delta) \times V_{x}^{+}(\delta) \mapsto \boldsymbol{\Omega}$ is a homeomorphism onto an open subset of $\Omega$, where we have defined

$$
\begin{align*}
& V_{x}^{-}(\delta)=\{u: u=[u, x] \quad \text { and } \quad d(x, u)<\delta\}  \tag{7.2}\\
& V_{x}^{+}(\delta)=\{v: v=[x, v] \quad \text { and } \quad d(x, v)<\delta\} \tag{7.3}
\end{align*}
$$

and chosen $\delta$ such that $d(x, u)<\delta$ and $d(x, v)<\delta$ imply $d(x,[u, v])<\varepsilon_{4}$.
If $d(x, y)<\varepsilon_{4}$, we obtain from (7.1), (7.2), (7.3)

$$
\begin{equation*}
\{[x, y]\}=V_{x}^{+}(\varepsilon) \cap V_{y}^{-}(\varepsilon) . \tag{7.4}
\end{equation*}
$$

Assume now given $\lambda \in(0,1)$ and $f$ with the following property:
(SS2) $f$ is a homeomorphism of $\boldsymbol{\Omega}$ such that $f[x, y]=[f x, f y]$ when both sides are defined and

$$
\begin{array}{rlrl}
d\left(f^{n} y, f^{n} z\right) \leqslant \lambda^{n} d(y, z) & \text { if } & y, z \in V_{x}^{+}(\delta), & \\
n>0 \\
d\left(f^{-n} y, f^{-n} z\right) \leqslant \lambda^{n} d(y, z) & \text { if } & y, z \in V_{x}^{-}(\delta), & \\
n>0 .
\end{array}
$$

Replacing possibly $\delta$ by a smaller number, we have

$$
\begin{align*}
& V_{x}^{+}(\delta)=\left\{y: d\left(f^{n} x, f^{n} y\right)<\delta \quad \text { for all } n \geqslant 0\right\}  \tag{7.5}\\
& V_{x}^{-}(\delta)=\left\{y: d\left(f^{-n} x, f^{-n} y\right)<\delta \quad \text { for all } n \geqslant 0\right\} \tag{7.6}
\end{align*}
$$

[Choose $\delta^{\prime}$ such that $d(x, y)<\delta^{\prime}$ implies

$$
d(x,[x, y])<\delta, d(x,[y, x])<\delta
$$

We have the following implications of properties each valid for all $n \geqslant 0$ :

$$
\begin{aligned}
& d\left(f^{n} x, f^{n} y\right)<\delta^{\prime} \Rightarrow d\left(f^{n} x, f^{n}[y, x]\right)<\delta \\
& \quad \Rightarrow f^{n}[y, x] \in V_{f^{n} x}^{-}(\delta) \\
& \quad \Rightarrow d(x,[y, x]) \leqslant \lambda^{n} d\left(f^{n} x, f^{n}[x, y]\right) \leqslant \lambda^{n} \delta \\
& \quad \Rightarrow d(x,[y, x])=0 \Rightarrow y=[[y, x],[x, y]]=[x,[x, y]]=[x, y] .
\end{aligned}
$$

Therefore

$$
V_{x}^{+}\left(\delta^{\prime}\right) \supset\left\{y: d\left(f^{n} x, f^{n} y\right)<\delta^{\prime} \text { for all } n \geqslant 0\right\}
$$

The converse inclusion follows from (SS2). We have thus proved (7.5) with $\delta$ replaced by the smaller number $\delta^{\prime}$. The proof of (7.6) is analogous].

We define a Smale space to be a compact metric space $\boldsymbol{\Omega}$ with a map $[\cdot, \cdot]$ and a homeomorphism $f$ satisfying (SS1) and (SS2) for suitable $\varepsilon, \lambda$.

Notice that there is a natural duality which replaces $f$ by $f^{-1},[x, y]$ by $[y, x], V^{+}$by $V^{-}$, etc.

### 7.2 Example

Let $\Omega$ be the configuration space of a Z-lattice system $\left(\Omega_{0}, t\right)$, and $\tau$ the corresponding shift (see Chapter 5). Given $\lambda \in(0,1)$, we define a distance $d$ on $\Omega$ by

$$
\begin{equation*}
d(\xi, \eta)=\lambda^{k} \tag{7.7}
\end{equation*}
$$

if $\xi=\left(\xi_{n}\right)_{n \in \mathbf{z}} \in \Omega, \eta=\left(\eta_{n}\right)_{n \in \mathbf{z}} \in \Omega$, and $k=\inf \left\{|n|: \xi_{n} \neq \eta_{n}\right\}$.
If $d(\xi, \eta)<1$, then $\xi_{0}=\eta_{0}$ and we can define

$$
[\xi, \eta]=\left(\ldots, \eta_{-l}, \ldots, \eta_{-1}, \xi_{0}, \xi_{1}, \ldots, \xi_{l}, \ldots\right) \in \Omega
$$

It is then easy to check that the conditions of Section 7.1 are satisfied with $\Omega=\Omega, f=\tau, \varepsilon=\delta=1$.

It is also readily seen that the Banach space $\complement^{\alpha}(\boldsymbol{\Omega})$ of real Hölder continuous functions of exponent $\alpha$ is identical with the space $\mathcal{F}^{\theta}$ introduced in Section 5.19, with $\theta=\lambda^{\alpha / 2}$.

### 7.3 Properties of Smale spaces

$f$ is expansive (see Section 6.2) with expansive constant $\delta$ if $\delta$ is sufficiently small [obvious from (7.5), (7.6), (7.4)]. More precisely, there is $C>0$ such that if $d\left(f^{k} x, f^{k} y\right)<\delta$ for $|k|<n$, then $d(x, y)<C \lambda^{n}$. [We can take $C=\max$ ( $\operatorname{diam} \Omega, 2 \varepsilon / \lambda$ ). Using (SS2) we have indeed for $n \neq 0$

$$
\begin{aligned}
& d(x,[x, y]) \leqslant \lambda^{n-1} d\left(f^{-n+1} x, f^{-n+1}[x, y]\right) \\
& d([x, y], y) \leqslant \lambda^{n-1} d\left(f^{n-1}[x, y], f^{n-1} y\right) .
\end{aligned}
$$

Let $S$ be a finite or infinite interval* of $\mathbf{Z}, \boldsymbol{x}=\left(x_{k}\right)_{k \in S} \in \boldsymbol{\Omega}^{S}$, and $\alpha>0$. We say that $\boldsymbol{x}$ is an $\alpha$-pseudo-orbit if

$$
d\left(f x_{k}, x_{k+1}\right)<\alpha \quad \text { whenever } \quad k, k+1 \in S
$$

We say that $x \in \boldsymbol{\Omega} \alpha$-shadows $\boldsymbol{x}$ if

$$
d\left(f^{k} x, x_{k}\right)<\alpha \quad \text { for all } \quad k \in S
$$

Given $\beta>0$ there is $\alpha>0$ so that

[^21](a) every $\alpha$-pseudo-orbit $x$ is $\beta$-shadowed by a point $x \in \Omega$,
(b) if $x \in \boldsymbol{\Omega}$ and $d\left(f^{n} x, x\right)<\alpha$, then there is $y \in \boldsymbol{\Omega}$ with $f^{n} y=y$ and
$$
d\left(f^{k} x, f^{k} y\right)<\beta \quad \text { for all } \quad k \ni[0, n] .
$$
[See Bowen [6], Proposition 3.6 and Corollary 3.7.]
The non-wandering set of $(\Omega, f)$,
$$
\left\{x \in \Omega: U \cap \bigcup_{n>0} f^{n} U \neq \emptyset \text { for every open } U \ni x\right\}
$$
is the closure of the set
$$
\left\{x \in \boldsymbol{\Omega}: f^{n} x=x \text { for some } n>0\right\}
$$
of periodic points.
This is Anosov's closing lemma [see Bowen [6], 3.8.] Notice that the nonwandering set is not empty (see Appendix A.2).

### 7.4 Smale's "spectral decomposition"

The non-wandering set of $(\Omega, f)$ is the union of finitely many disjoint compact sets $\boldsymbol{\Omega}^{\alpha}$, with $f \boldsymbol{\Omega}^{\alpha}=\boldsymbol{\Omega}^{\alpha}$, and $f \mid \boldsymbol{\Omega}^{\alpha}$ topologically + transitive.*

Each $\Omega^{\alpha}$ is the union of $n_{\alpha}$ disjoint compact sets $\Omega^{\alpha \beta}$ which are cyclically permuted by $f$ and such that $f^{n_{\alpha}} \mid \Omega^{\alpha \beta}$ is topologically mixing.

These properties determine uniquely the $\boldsymbol{\Omega}^{\alpha}, n_{\alpha}$, and $\boldsymbol{\Omega}^{\alpha \beta}$.
[See Bowen [6], Theorem 3.5.] This extends part of Theorems 5.2 and 5.3 on $\mathbf{Z}$-lattice systems. Notice that the non-wandering set of $(\boldsymbol{\Omega}, f)$ and the sets $\boldsymbol{\Omega}^{\alpha}$ are again Smale spaces; $\boldsymbol{\Omega}^{\alpha \beta}$ is a Smale space with respect to $f^{n_{\alpha}} \mid \boldsymbol{\Omega}^{\alpha \beta}$.

The $\Omega^{\alpha}$ are called basic sets. Any $f$-invariant measure on $\Omega$ has its support in the non-wandering set. In particular, every $f$-ergodic probability measure has its support in one of the basic sets.

### 7.5 Markov partitions and symbolic dynamics

Let $\delta>0$ be sufficiently small and $x \in \Omega$. Suppose that $C \subset V_{x}^{-}(\delta)$ is the closure of its interior in $V_{x}^{-}(2 \delta)$, and $D \subset V_{x}^{+}(\delta)$ the closure of its interior in

[^22]$V_{x}^{+}(2 \delta)$. Then $R=[C, D]$ is the closure of its interior in $\Omega$, and is called a rectangle. Its boundary is
$$
\partial R=\partial^{+} R \cup \partial^{-} R
$$
where
$$
\partial^{+} R=[\partial C, D], \quad \partial^{-} R=[C, \partial D]
$$
and $\partial C, \partial D$ are the boundaries of $C, D$ in $V_{x}^{-}(2 \delta), V_{x}^{+}(2 \delta)$ respectively.
A Markov partition is a finite cover $\left(R_{i}\right)$ of $\boldsymbol{\Omega}$ by rectangles such that
(a) int $R_{i} \cap \operatorname{int} R_{j}=\emptyset$ if $i \neq j$;
(b) if $x \in$ int $R_{i} \cap f^{-1}$ int $R_{j}$, then
\[

$$
\begin{aligned}
& f\left[C_{i}, x\right] \supset\left[C_{j}, f x\right] \\
& f\left[x, D_{i}\right] \subset\left[f x, D_{j}\right]
\end{aligned}
$$
\]

where we have written $R_{i}=\left[C_{i}, D_{i}\right], R_{j}=\left[C_{j}, D_{j}\right]$.

## A Smale space $\boldsymbol{\Omega}$ has Markov partitions of arbitrarily small diameter.

[See Bowen [1]; or [6], Theorem 3.12.]
If $\left(R_{i}\right)$ is a Markov partition, we write

$$
\partial^{+}=\bigcup_{i} \partial^{+} R_{i}, \quad \partial^{-}=\bigcup_{i} \partial^{-} R_{i}
$$

One can then show that

$$
f \partial^{+} \subset \partial^{+}, \quad f^{-1} \partial^{-} \subset \partial^{-}
$$

Let $\Omega_{0}$ be the set of rectangles $R_{i}$ in a Markov partition, and define

$$
t_{R_{i} R_{j}}= \begin{cases}1 & \text { if } \quad \operatorname{int} R_{i} \cap f^{-1} \operatorname{int} R_{j} \neq \emptyset \\ 0 & \text { otherwise }\end{cases}
$$

The set $\Omega_{0}$ (symbol set) and the matrix $t$ (transition matrix) define a Z-lattice system $\left(\Omega_{0}, t\right)$ (see Chapter 5), with configuration space $\Omega$ and shift $\tau$. The dynamical system $(\Omega, \tau)$ constitutes the symbolic dynamics of the dynamical system $(\Omega, f)$. This terminology is justified by the following results, valid for a Markov partition of sufficiently small diameter.

### 7.6 Theorem

If $\xi=\left(\xi_{n}\right)_{n \in \mathbf{z}} \in \Omega$, then $\cap_{n \in \mathbf{z}} f^{-n} \xi_{n}$ consists of a single point $\pi(\xi)$. Furthermore
(a) The map $\pi: \Omega \mapsto \Omega$ is continuous onto.
(b) $\pi \circ \tau=f \circ \pi$.
(c) $\pi^{-1}$ is uniquely defined on the residual set $\boldsymbol{\Omega} \backslash \cup_{n \in \mathbf{Z}} f^{n}\left(\partial^{+} \cup \partial^{-}\right)$.
(d) There is an integer $d$ such that, for all $x, \pi^{-1} x$ has at most d elements.
(e) Iff is topologically + transitive (respectively mixing), then $\left(\Omega_{0}, t\right)$ is transitive (respectively mixing).

For (a), (b), (c), (e) see Bowen [1], Section 4; or [6], Theorem 3.18 and Proposition 3.19. For (d) see Bowen [2], Proposition 10; one can in fact take $d=\left|\Omega_{0}\right|^{2}$ (R. Bowen, private communication).

### 7.7 Hölder continuous functions

Part (a) of the above theorem can be made more precise. If the number $\lambda$ used in (7.7) to define the metric on $\Omega$ is the same as appears in (SS2) for $\Omega$, then $\pi$ is Lipshitz, i.e., there exists $C>0$ such that

$$
\begin{equation*}
d(\pi \xi, \pi \eta) \leqslant C d(\xi, \eta) \tag{7.8}
\end{equation*}
$$

If $\xi \neq \eta$ we have $d(\xi, \eta)=\lambda^{n}$ for some $n \geqslant 0$, and $\xi_{k}=\eta_{k}$ for $|k|<n$. Assuming that the diameter of the Markov partition is $<\delta$, we have

$$
d\left(f^{k} \pi \xi, f^{k} \pi \eta\right)<\delta \quad \text { for } \quad|k|<n
$$

and therefore

$$
d(\pi \xi, \pi \eta)<C \lambda^{n}
$$

as noted in Section 7.3. From this (7.8) follows.
Since $\pi$ is Lipshitz, if $A \in \mathcal{C}^{\alpha}(\boldsymbol{\Omega})$, i.e., if $A$ is a Hölder continuous function of exponent $\alpha$ on $\Omega$, then $A \circ \pi \in \mathcal{C}^{\alpha}(\Omega)=\mathfrak{F}^{\theta}$ with $\theta=\lambda^{\alpha / 2}$ (see Section 7.2). This defines a bounded linear map $\mathcal{C}^{\alpha}(\boldsymbol{\Omega}) \mapsto \mathcal{F}^{\theta}$.

### 7.8 Pressure and equilibrium states

The study of pressure and equilibrium states can be reduced to the same problem for basic sets (see Section 7.4 and Exercises 3(c) and 4 of Chapter 6). We may thus suppose that $(\Omega, f)$ is topologically + transitive. Notice that

$$
\begin{equation*}
P_{f}(A) \leqslant P_{\tau}(A \circ \pi) \tag{7.9}
\end{equation*}
$$

(see Exercise 3(b) of Chapter 6).

Suppose now that $A \in \mathcal{C}^{\alpha}(\boldsymbol{\Omega})$, with $(\boldsymbol{\Omega}, f)$ topologically + transitive. Since $A \circ \pi \in \mathscr{F}^{\theta}$ with $\theta=\lambda^{\alpha / 2}$, there is a unique $\tau$-invariant probability measure $\rho$ on $\Omega$ such that

$$
h_{\tau}(\rho)+\rho(A \circ \pi)=P_{\tau}(A \circ \pi)
$$

furthermore supp $\rho=\Omega$ (see Corollary 5.6(a)). The sets $\pi^{-1} \cap_{n \geqslant 0}$ $f^{n} \partial^{+}, \pi^{-1} \cap_{n \geqslant 0} f^{-n} \partial^{-}$are closed the $\tau$-invariant. Their complements are not empty, and thus have $\rho$-measure different from zero. Using ergodicity gives

$$
\rho\left(\pi^{-1} \bigcap_{n \geqslant 0} f^{n} \partial^{+}\right)=\rho\left(\pi^{-1} \bigcap_{n \geqslant 0} f^{-n} \partial^{-}\right)=0
$$

hence

$$
\rho\left(\pi^{-1} \partial^{+}\right)=\rho\left(\pi^{-1} \partial^{-}\right)=0
$$

hence

$$
\rho\left(\pi^{-1} \bigcup_{n \in \mathbf{Z}} f^{n}\left(\partial^{+} \cup \partial^{-}\right)\right)=0
$$

In view of Theorem 7.6(c), $\pi:(\Omega, \rho) \mapsto(\Omega, \pi \rho)$ is an isomorphism of abstract dynamical systems. In particular

$$
h_{f}(\pi \rho)=h_{\tau}(\rho)
$$

and therefore

$$
P_{f}(A) \geqslant h_{f}(\pi \rho)+(\pi \rho)(A)=P_{\tau}(A \circ \pi)
$$

Comparing with (7.9) shows that

$$
\begin{equation*}
P_{f}(A)=P_{\tau}(A \circ \pi) \tag{7.10}
\end{equation*}
$$

and that $\pi \rho$ is an equilibrium state for $A$.
If $\sigma$ is any equilibrium state for $A$, there exists a $\tau$-invariant state $\sigma$ such that $\pi \sigma=\sigma$ [use the Hahn-Banach and Markov-Kakutani theorems, Appendix A.3.2 and A.3.4]. Then

$$
\begin{aligned}
P_{\tau}(A \circ \pi) & \geqslant h_{\tau}(\sigma)+\sigma(A \circ \pi) \\
& \geqslant h_{f}(\sigma)+\sigma(A)=P_{f}(A)
\end{aligned}
$$

[use Exercise 3(a) of Chapter 6]. Thus $\sigma$ is an equilibrium state for $A \circ \pi$; hence $\sigma=\rho$.

Notice that (7.10) remains true for $A \in \mathcal{C}(\boldsymbol{\Omega})$, because of the density of $\mathcal{C}^{\alpha}(\boldsymbol{\Omega})$ in $\mathcal{C}(\boldsymbol{\Omega})$. We have thus proved the following result.

### 7.9 Theorem

If $(\boldsymbol{\Omega}, f)$ is topologically + transitive and $A \in \mathcal{C}(\boldsymbol{\Omega})$, then

$$
P_{f}(A)=P_{\tau}(A \circ \pi) .
$$

If $A \in \mathcal{C}^{\alpha}(\boldsymbol{\Omega})$, there is a unique equilibrium state $\rho_{A}=\pi \rho$ where $\rho$ is the unique equilibrium state for $A \circ \pi$. The map $\pi:(\Omega, \rho) \rightarrow\left(\Omega, \rho_{A}\right)$ is an isomorphism of abstract dynamical systems.

Here are a few consequences.

### 7.10 Corollary

Assume that $(\Omega, f)$ is topologically + transitive.
(a) The function $P_{f}$ is real analytic on $\mathfrak{C}^{\alpha}(\Omega)$.
(b) If $A \in \mathfrak{C}^{\alpha}(\boldsymbol{\Omega})$, then supp $\boldsymbol{\rho}_{A}=\boldsymbol{\Omega}$.
(c) Let $A, A^{\prime} \in \mathcal{C}^{\alpha}(\Omega)$. Then $\rho_{A}=\rho_{A^{\prime}}$ if and only if there exist $c \in R$ and $C$ continuous such that

$$
A^{\prime}-A=c+C \circ f-C
$$

$c$ is unique, and $C$ is unique up to an additive constant.
(d) If $A \in \mathfrak{C}^{\alpha}(\boldsymbol{\Omega})$ and $(\boldsymbol{\Omega}, f)$ is topologically mixing, then $\left(\boldsymbol{\rho}_{A}, f\right)$ is isomorphic to a Bernoulli shift.
(a) follows from Corollary 5.27; (b) follows from Corollary 5.6(a); (c) is proved like Theorem 5.7 (use (a) and see Exercise 2); (d) follows from Theorem 5.10.

### 7.11 Remark

The function $C$ in Corollary 7.10(c) is Hölder continuous: $C \in \mathcal{C}^{\alpha}(\boldsymbol{\Omega})$ when the following condition is satisfied (see Exercises 2, 3).
(SS3) There is a constant $L>0$ such that

$$
d(x,[x, y]) \leqslant L d(x, y)
$$

This condition will be used only when explicitly stated. It is satisfied in the example of Section 7.2.

Here are other consequences of Theorem 7.9.

### 7.12 Corollary

We assume that $(\Omega, f)$ is topologically mixing. Let $\alpha \in(0,1)$ be fixed, and define

$$
D^{l}\left(B_{1}, \ldots, B_{l}\right)=\left.\frac{\partial^{l}}{\partial s_{1} \cdots \partial s_{l}} P\left(A+\sum_{i} s_{i} B_{i}\right)\right|_{s_{1}=\cdots=s_{l}=0}
$$

for $A, B_{1}, \ldots, B_{l} \in \mathcal{C}^{\alpha}(\boldsymbol{\Omega})$. In particular $D^{1}\left(B_{1}\right)=\rho_{A}\left(B_{1}\right)$.
(a) Given $M>0$ there exist $a, b>0$ such that

$$
\left|\rho_{A}\left(B_{1} \cdot\left(B_{2} \circ f^{k}\right)\right)-\rho_{A}\left(B_{1}\right) \rho_{A}\left(B_{2}\right)\right| \leqslant e^{a-b|k|}\left\|B_{1}\right\|_{\alpha}\left\|B_{2}\right\|_{\alpha}
$$

whenever $\|A\|_{\alpha} \leqslant M\left(\| \|_{\alpha}\right.$ denotes the norm in $\left.\mathfrak{C}^{\alpha}(\Omega)\right)$.
(b) $D^{2}\left(B_{1}, B_{2}\right)=\sum_{k \in \mathbf{Z}}\left[\rho_{A}\left(B_{1} \cdot\left(B_{2} \circ f^{k}\right)\right)-\rho_{A}\left(B_{1}\right) \rho_{A}\left(B_{2}\right)\right]$.
(c) $B_{1} \mapsto D^{2}\left(B_{1}, B_{1}\right)$ is a positive semi-definite quadratic form on $\mathbb{C}^{\alpha}(\boldsymbol{\Omega})$. If (SS3) holds, its kernel is $\left\{c+C \circ f-C: c \in R, C \in \mathfrak{C}^{\alpha}(\Omega)\right\}$. There is $R>0$ such that

$$
\left[D^{2}\left(B_{1}, B_{1}\right)\right]^{1 / 2} \leqslant R\left\|B_{1}\right\|_{\alpha}
$$

(d) For all $p \in \mathbf{R}(\bmod 2 \pi)$,

$$
\sum_{k \in \mathbf{Z}} e^{-i p k}\left[\boldsymbol{\rho}_{A}\left(B_{1} \cdot\left(B_{1} \circ f^{k}\right)\right)-\boldsymbol{\rho}_{A}\left(B_{1}\right) \boldsymbol{\rho}_{A}\left(B_{1}\right)\right] \geqslant 0
$$

(e) (Central limit theorem. ${ }^{*}$ ) Define

$$
B_{\Lambda}=|\Lambda|^{-1 / 2} \sum_{k \in \Lambda}\left[B_{1} \circ f^{k}-\sigma\left(B_{1}\right)\right]
$$

where $\Lambda$ is a finite interval of $\mathbf{Z}$. Let $\gamma$ be the gaussian probability measure $(1 / \sqrt{2 \pi D}) e^{-t^{2} / 2 D} d t$ on $\mathbf{R}$ if $D=D^{2}\left(B_{1}, B_{1}\right)>0$, the unit mass $\delta_{0}$ at 0 if $D_{2}\left(B_{1}, B_{1}\right)=0$. When $|\Lambda| \rightarrow \infty$, the measure $B_{\Lambda} \sigma$ tends vaguely to $\gamma$.

All this is a translation of Exercises 4(e), 5, and 9 of Chapter 5.

### 7.13 Corollary

Let $(\boldsymbol{\Omega}, f)$ be topologically + transitive and $A, B \in \mathbb{C}^{\alpha}(\boldsymbol{\Omega})$. Write

$$
Z_{[a, b]}=\rho_{A}\left(\exp \sum_{k=a}^{b-1} B \circ f^{k}\right)
$$

[^23]Then
(a) $\lim _{b-a \rightarrow \infty} \frac{1}{b-a} \log Z_{[a, b]}=P(A+B)-P(A)$.
(b) $Z_{[a, b]}^{-1}\left(\exp \sum_{k=a}^{b-1} B \circ f^{k}\right) \cdot \boldsymbol{\rho}_{A}$ tends to $\boldsymbol{\rho}_{A+B}$ in the vague topology when $a \rightarrow$ $-\infty, b \rightarrow+\infty$.

See Proposition 4.4 and Remark 4.5 for the mixing situation. The + transitive case follows readily.

### 7.14 Equilibrium states for $\boldsymbol{A}$ not Hölder continuous

In this section we describe a result valid for dynamical systems somewhat more general than Smale spaces.

Let $\boldsymbol{\Omega}$ again be a general compact metrizable space, and $f: \boldsymbol{\Omega} \mapsto \boldsymbol{\Omega}$ a homeomorphism. Choose a metric $d$ on $\Omega$. We say that $f$ satisfies specification if, for each $\delta>0$, there is $p(\delta)>0$ such that the following holds:
if $\Lambda_{1}, \ldots, \Lambda_{n}$ are finite intervals of $\mathbf{Z}$ contained in $[a, b]$, with $d\left(\Lambda_{i}, \Lambda_{j}\right) \geqslant$ $p(\delta)$ when $i \neq j$, and $x_{1}, \ldots, x_{n} \in \Omega$, then there is $x \in \Omega$ such that

$$
f^{b-a+p(\delta)} x=x
$$

and

$$
d\left(f^{k} x, f^{k} x_{i}\right)<\delta \quad \text { for } \quad k \in \Lambda_{i} .
$$

Let $A$ be a real continuous function on $\Omega$. We introduce the condition (S) There exist $\delta>0$ and $K \geqslant 0$ such that if $d\left(f^{k} x, f^{k} y\right)<\delta$ for $k=$ $0,1, \ldots, n$, then

$$
\left|\sum_{k=0}^{n} A\left(f^{k} x\right)-\sum_{k=0}^{n} A\left(f^{k} y\right)\right| \leqslant K
$$

With this terminology, Bowen [5] has obtained the following uniqueness criterion:

If the homeomorphism $f: \Omega \mapsto \boldsymbol{\Omega}$ is expansive and satisfies specification, and if $A \in \mathcal{E}(\boldsymbol{\Omega})$ satisfies condition $(\mathrm{S})$, then $A$ has a unique equilibrium state.

In the case of Smale spaces, mixing implies specification, as can be seen using symbolic dynamics (Theorem 7.6(e)). We have thus the following corollary:

If $(\Omega, f)$ is a topologically + transitive Smale space, and if $A \in \mathcal{C}(\boldsymbol{\Omega})$ satisfies condition (S), then A has a unique equilibrium state.
[The topologically + transitive case reduces to the mixing case.]
For any $A \in \mathcal{C}(\boldsymbol{\Omega})$, define

$$
\operatorname{var}_{n, \delta} A=\sup \left\{|A(y)-A(x)|: d\left(f^{k} x, f^{k} y\right)<\delta \text { for }|k| \leqslant n\right\}
$$

Suppose that $\sum_{n=0}^{\infty} \operatorname{var}_{n, \delta} A<+\infty$; then $A$ satisfies condition (S) with $k=$ $2 \sum_{n=0}^{\infty} \operatorname{var}_{n, \delta} A$. For Smale spaces this holds in particular if $A$ is Hölder continuous [because $d(x, y)<C \lambda^{n}$ when $d\left(f^{k} x, f^{k} y\right)<\delta$ for $|k|<n$; see Section 7.3].

In the special case of a Z-lattice system (see Example 7.2), $A_{\Phi}$ satisfies (S) when $\Phi \in \mathscr{B}_{1}$.

### 7.15 Conjugate points and conjugating homeomorphisms

Let again $\boldsymbol{\Omega}$ be a general Smale space. We say that $x, y \in \boldsymbol{\Omega}$ are conjugate if

$$
\lim _{|k| \rightarrow \infty} d\left(f^{k} x, f^{k} y\right)=0
$$

One can thus find $n>0$ such that

$$
f^{n} y \in V_{f^{n} x}^{+}(\delta), \quad f^{-n} y \in V_{f^{-n} x}^{-}(\delta)
$$

and for $z$ in some neighborhood $O$ of $x$ one can define

$$
\varphi z=\left[f^{-n}\left[f^{n}[z, x], f^{n} y\right], f^{n}\left[f^{-n} y, f^{-n}[x, z]\right]\right] .
$$

$\varphi$ is such that $\varphi x=y$ and
(a) $\varphi$ is continuous in $O$,
(b) $\lim _{|k| \rightarrow \infty} d\left(f^{k} z, f^{k} \varphi z\right)=0$ uniformly in $z$.

We express (a), (b) by saying that $(O, \varphi)$ is a conjugating map. Let $\left(O^{\prime}, \varphi^{\prime}\right)$ be another conjugating map such that $y \in O^{\prime}, \varphi^{\prime} y=x$. Then $\left(O \cap \varphi^{-1} O^{\prime}, \varphi^{\prime} \varphi\right)$ is a conjugating map, and it follows from (a), (b) that $\varphi^{\prime} \varphi$ is the identity in some neighborhood of $x$. One can thus replace $O$ by a smaller open neighborhood of $x$ such that $\varphi$ is a homeomorphism. We say then that $(O, \varphi)$ is a conjugating homeomorphism.

The following facts are now clear.
If $x, y$ are conjugate, there is a conjugating homeomorphism $(O, \varphi)$ such that $x \in O, \varphi x=y$. Let $(O, \varphi),\left(O^{\prime}, \varphi^{\prime}\right)$ be conjugating homeomorphisms. If $O \cap$ $\varphi^{-1} O^{\prime} \neq \emptyset$, then $\left(O \cap \varphi^{-1} O^{\prime}, \varphi^{\prime} \varphi\right)$ is a conjugating homeomorphism. If $x \in$ $O \cap O^{\prime}$ and $\varphi x=\varphi^{\prime} x$, then $\varphi=\varphi^{\prime}$ on a neighborhood of $x$.

### 7.16 Proposition

(a) If $x$ is non-wandering and $y$ is conjugate to $x$, then $y$ is non-wandering.
(b) If $x \in \boldsymbol{\Omega}^{\alpha \beta}$, then $\boldsymbol{\Omega}^{\alpha \beta}$ is the closure of the set of points conjugate to $x$.

To prove (a) we may assume that $x$ is periodic [because of the existence of conjugating homeomorphisms (Section 7.15) and Anosov's closing lemma (Section 7.3)]. Let $x$ have period $p$, and $O$ be a neighborhood of $y$. By (7.4) one can choose $\delta_{4}$ so small that

$$
V_{u}^{+}(\delta) \cap V_{v}^{-}(\delta) \neq \emptyset
$$

if $d(u, v)<\delta_{4}$. We take an arbitrary large $m>0$ such that

$$
d\left(f^{m p} y, x\right)<\delta_{4} / 2, \quad d\left(f^{-m p} y, x\right)<\delta_{4} / 2
$$

and, using (SS2),

$$
f^{-m p} V_{f^{m p y}}^{-}(\delta) \subset O, \quad f^{m p} V_{f^{-m p} y}^{+}(\delta) \subset O
$$

Then

$$
f^{m p} O \cap f^{-m p} O \supset V_{f^{m p} y}^{-}(\delta) \cap V_{f^{-m p}(y)}^{+}(\delta) \neq \emptyset,
$$

proving (a).
The sets $\boldsymbol{\Omega}^{\alpha \beta}$ have mutual distances $>0$, and are invariant under $f^{N}$ for suitable $N>0$. Therefore if $y$ is conjugate to $x \in \boldsymbol{\Omega}^{\alpha \beta}$, then $y \in \boldsymbol{\Omega}^{\alpha \beta}$ because $\lim _{|k| \rightarrow \infty} d\left(f^{k N} x, f^{k N} y\right)=0$. To prove (b) it suffices to show that the set of points conjugate to $x$ is dense in $\boldsymbol{\Omega}^{\alpha \beta}$. The points $x, y \in \boldsymbol{\Omega}^{\alpha \beta}$ are conjugate if and only if $\lim _{|k| \rightarrow \infty} d\left(f^{k n_{\alpha}} x, f^{k n_{\alpha}} y\right)=0$, i.e., if and only if they are conjugate for $\left(\Omega^{\alpha \beta}, f^{n_{\alpha}}\right)$. All we have to prove is thus that the points conjugate to $x$ are dense in $\Omega$ when $f$ is topologically mixing. It suffices to show that if $\pi \xi=x$, the points conjugate to $\xi$ are dense in $\Omega$ : this is the property ( $\mathrm{D}^{*}$ ) of Remark 1.14 and it holds because ( $\left.\boldsymbol{\Omega}_{0}, t\right)$ is mixing (Theorem 7.6(e)).

### 7.17 Theorem

Let $(\Omega, f)$ be topologically + transitive, and $\rho_{0}$ be the f-invariant probability measure which realizes the maximum of the entropy (Bowen measure).
(a) For each $x \in \boldsymbol{\Omega}$ there are positive measures $\sigma^{-}$on $V_{x}^{-}(\delta)$ and $\sigma^{+}$on $V_{x}^{+}(\delta)$ such that the image of $\sigma^{-} \times \sigma^{+}$by $[\cdot, \cdot]: V_{x}^{-}(\delta) \times V_{x}^{+}(\delta) \rightarrow \boldsymbol{\Omega}$ is the restriction of $\rho_{0}$ to $\left[V_{x}^{-}(\delta), V_{x}^{+}(\delta)\right]$.
(b) If $(O, \varphi)$ is a conjugating homeomorphism, the image by $\varphi$ of $\rho_{0}$ restricted to $O$ is $\rho_{0}$ restricted to $\varphi O$ :

$$
\varphi\left(\boldsymbol{\rho}_{0} \mid O\right)=\boldsymbol{\rho}_{0} \mid \varphi O
$$

(a) is proved by Sinai [1], and by Ruelle and Sullivan [1], Theorem 1. It corresponds to the fact that $\rho_{0}=\pi \rho_{0}$, where $\left(\rho_{0}, \tau\right)$ is a mixing Markov process when $(\Omega, f)$ is topologically mixing (Parry's theorem: Parry [1]).

In proving (b) we may assume that $O$ is a small neighborhood of $x$, use (a), and check that the factorizations of $\boldsymbol{\rho}_{0}$ near $x$ and $\varphi x$ correspond by the natural $\operatorname{maps} V_{x}^{ \pm} \rightarrow V_{\varphi x}^{ \pm}$.

### 7.18 Gibbs states

Let $A \in \mathcal{C}^{\alpha}(\boldsymbol{\Omega})$. If $(O, \varphi)$ is a conjugating homeomorphism define $g: O \rightarrow \mathbf{R}$ by

$$
g(z)=\exp \sum_{k=-\infty}^{\infty}\left[A\left(f^{k} \varphi z\right)-A\left(f^{k} z\right)\right]
$$

Since $d\left(f^{k} z, f^{k} \varphi z\right)$ tends to zero in a uniform exponential way, the function $g$ is continuous. One can say that a probability measure $\sigma$ on $\Omega$ is a Gibbs state for $A$ if

$$
\varphi[g \cdot(\boldsymbol{\sigma} \mid O)]=\boldsymbol{\sigma} \mid \varphi O
$$

for all conjugating homeomorphisms $(O, \varphi)$. This formula expresses that the image by $\varphi$ of the restriction of $\sigma$ to $O$ multiplied by $g$ is $\sigma$ restricted to $\varphi O$.

If $\sigma$ is an equilibrium state for $A$, then it is a Gibbs state for $A$. [Since $\sigma$ is $f$-invariant, its support is in the non-wandering set (Section 7.4). We also know that a point conjugate to a point in a basic set is in the same basic set (Proposition $7.16(\mathrm{~b})$ ). Therefore it suffices to prove the statement when $(\boldsymbol{\Omega}, f)$ is topologically + transitive. The statement holds for $A=0$ (Theorem 7.17(b)) and therefore for all $A \in \mathcal{C}^{\alpha}(\boldsymbol{\Omega})$ by Corollary 7.13(b).]

### 7.19 Periodic points

Let Fix $F$ denote the set of fixed points under a map $F$. If $A$ is a continuous real function on $\Omega$, and $n$ an integer $>0$, we define a partition function

$$
Z_{n}(A)=\sum_{x \in \operatorname{Fix} f^{n}} \exp \sum_{k=0}^{n-1} A\left(f^{k} x\right)
$$

Since $f$ is expansive with expansive constant $\delta$ (Section 7.3), Fix $f^{n}$ is ( $[1, n], \delta)$-separated.

Let $(\boldsymbol{\Omega}, f)$ be topologically mixing. Given $\alpha>0$ one can find $m$ such that if $x, y \in \boldsymbol{\Omega}$, there is $z$ such that

$$
d(y, z)<\alpha, \quad d\left(x, f^{m} z\right)<\alpha
$$

[Let $\Omega$ be covered by finitely many balls of radius $\alpha / 2$ centered at periodic points $y_{i}$. All $y_{i}$ are in $\operatorname{Fix} f^{N}$ for some $N>0$. Since $\cup_{n \geqslant 0} f^{n N} V_{y_{i}}^{-}(\alpha / 2)$ is dense in $\boldsymbol{\Omega}$ (Proposition 7.16(b)), there exists $n$ such that every $x \in \boldsymbol{\Omega}$ is at distance $<\alpha$ from $f^{n N} V_{x_{i}}^{-}(\alpha / 2)$ for each $i$.] In view of the statements (a) and (b) of Section 7.3, one can thus choose $m$ such that if $n>m$ and $x \in \boldsymbol{\Omega}$ there is $x^{\prime} \in \operatorname{Fix} f^{n}$ such that $d\left(f^{k} x, f^{k} x^{\prime}\right)<\delta$ for all $k \in[1, n-m]$. In other words Fix $f^{n}$ is ([1, $\left.\left.n-m\right], \delta\right)$-spanning.

Since $\operatorname{Fix} f^{n}$ is $([1, n], \delta]$ )-separated and ( $\left.[1, n-m], \delta\right)$-spanning when $f$ is mixing, it follows from Section 6.7 that

$$
P(A)=\lim _{n \rightarrow \infty} \frac{1}{n} \log \sum_{x \in \operatorname{Fix} f n} \exp \sum_{k=0}^{n-1} A\left(f^{k} x\right)
$$

if $A \in \mathfrak{C}$. Without the mixing assumption it follows from Smale's spectral decomposition that

$$
\begin{equation*}
P(A)=\limsup _{n \rightarrow \infty} \frac{1}{n} \log \sum_{x \in \operatorname{Fix} f^{n}} \exp \sum_{k=0}^{n-1} A\left(f^{k} x\right) . \tag{7.11}
\end{equation*}
$$

### 7.20 Theorem

Let $(\Omega, f)$ be topologically mixing.
(a) The functions $P_{n}$ on $\mathfrak{C}=\mathfrak{C}(\boldsymbol{\Omega})$ defined by

$$
P_{n}(A)=\frac{1}{n} \log \sum_{x \in \mathrm{Fix} f^{n}} \exp \sum_{k=0}^{n-1} A\left(f^{k} x\right)
$$

tend pointwise to $P$ when $n \rightarrow \infty$.
(b) Define an $f$-invariant probability measure $\sigma_{n}$ with support in Fix $f^{n}$ by

$$
\sigma_{n}\{y\}=\frac{\exp \sum_{k=0}^{n-1} A\left(f^{k} y\right)}{\sum_{x \in \operatorname{Fix} f^{n}} \exp \sum_{k=0}^{n-1} A\left(f^{k} x\right)}
$$

when $y \in \operatorname{Fix} f^{n}$. If there is a unique equilibrium state $\boldsymbol{\rho}_{A}$ for $A$, then $\boldsymbol{\sigma}_{n}$ tends to $\rho_{A}$ in the vague topology when $n \rightarrow \infty$. This is in particular the case if $A$ is Hölder continuous, or satifies conditions ( S ) of Section 7.14.
(a) was proven above. Since we have

$$
\left.\frac{d}{d s} P_{n}(A+s B)\right|_{s=0}=\sigma_{0}(B), \quad \frac{d}{d s} P(A+s B)=\rho_{A}(B),
$$

(b) follows from (a) and the convexity of the $P_{n}$.

### 7.21 Study of periodic points by symbolic dynamics

Periodic points for $f$ can be studied by symbolic dynamics. In fact $\xi \in \Omega$ is periodic if and only if $\pi \xi$ is periodic (not necessarily of the same period): this is an immediate corollary of Theorem 7.6(d). It is also known that if $\pi \xi=\pi \eta$ is periodic and $\xi_{0}=\eta_{0}$, then $\xi=\eta$ [Bowen [2], Proposition 12].

### 7.22 Proposition

There are finitely many Z-lattice systems $\left(\Omega_{i}, t_{i}\right)$ corresponding to shifts $\tau_{i}$ acting on spaces $\Omega_{i}$, and there are continuous maps $\pi_{i}: \Omega_{i} \rightarrow \Omega$ and numbers $s_{i}= \pm 1$ such that the following hold.
(a) $\pi_{i}$ is Lipshitz, and $\pi_{i} \tau_{i}=f_{\pi_{i}}$.
(b) There is one value, say 1 , of the index $i$, such that $s_{1}=+1$, and $\tau_{1}, \Omega_{1}, \pi_{1}$ are the shift, space, and map $\tau, \Omega, \pi$ associated with a Markov partition.
(c) If $i \neq 1$, then $\pi_{i} \Omega_{i} \neq \Omega$.
(d) For each $x \in \Omega$,

$$
\operatorname{card}\left[\{x\} \cap \operatorname{Fix} f^{n}\right]=\sum_{i} s_{i} \operatorname{card}\left[\pi_{i}^{-1}\{x\} \cap \operatorname{Fix} \tau_{i}^{n}\right] .
$$

The shifts $\tau_{i}$ are explicitly constructed by Manning [1] so that (d) holds; (a), (b), (c) follow from the construction (see Section 7.7 for (a)).

### 7.23 Zeta functions

Consider the formal power series

$$
\zeta(z)=\zeta_{f}(z)=\exp \sum_{n=1}^{\infty}\left|\operatorname{Fix} f^{n}\right| \frac{z^{n}}{n}
$$

Because of the above proposition

$$
\zeta(z)=\prod_{i}\left[\exp \sum_{n=1}^{\infty}\left|\operatorname{Fix} \tau_{i}^{n}\right| \frac{z^{n}}{n}\right]^{s_{i}}
$$

One checks readily that

$$
\left|\operatorname{Fix} \tau_{i}^{n}\right|=\operatorname{tr} t_{i}^{n}
$$

and therefore

$$
\begin{aligned}
\zeta(z) & =\prod_{i}\left[\exp \operatorname{tr}\left(-\log \left(1-z t_{i}\right)\right)\right]^{s_{i}} \\
& =\prod_{i}\left[\operatorname{det}\left(1-z t_{i}\right)\right]^{-s_{i}}
\end{aligned}
$$

proving that $\zeta$ has non-vanishing convergence radius, and that it extends to $a$ rational function of $z$.

More generally, if $A \in \mathcal{C}$, define

$$
\begin{aligned}
\zeta_{f}\left(z e^{A}\right) & =\exp \sum_{n=1}^{\infty} \frac{z^{n}}{n} \sum_{x \in \operatorname{Fix} f^{n}} \exp \sum_{k=0}^{n-1} A\left(f^{k} x\right) \\
& =\exp \sum_{n=1}^{\infty} Z_{n}(A) \frac{z^{n}}{n}
\end{aligned}
$$

If $A=0$ this reduces to the previous $\zeta$-function. In general the series

$$
\sum_{n=1}^{\infty} Z_{n}(A) \frac{z^{n}}{n}
$$

converges for $|z|<e^{-P(A)}$ because of (7.11). Therefore $z \mapsto \zeta_{f}\left(z e^{A}\right)$ is analytic and does not vanish when $|z|<e^{-P(A)}$.

Notice that $\zeta_{f}\left(z e^{A}\right)$ is the product, over the basic sets $\boldsymbol{\Omega}^{\alpha}$ of Smale's spectral decomposition, of the functions

$$
\zeta_{f \mid \Omega^{\alpha}}\left(z e^{A \mid \Omega^{\alpha}}\right)=\zeta_{f^{n} \alpha \mid \Omega^{\alpha \beta}}\left(z^{n_{\alpha}} \exp \sum_{m=0}^{n_{\alpha}-1} A \circ f^{m} \mid \Omega^{\alpha \beta}\right)
$$

so that it is possible to restrict attention to the case where $(\boldsymbol{\Omega}, f)$ is topologically mixing.

By Proposition 7.22 we have then

$$
\begin{aligned}
\zeta_{f}\left(z e^{A}\right) & =\exp \sum_{n=1}^{\infty} \frac{z^{n}}{n} \sum_{i} s_{i} \sum_{\xi \in \mathrm{Fix} \tau_{i}^{n}} \exp \sum_{k=0}^{n-1} A\left(f^{k} \pi_{i} \xi\right) \\
& =\prod_{i}\left[\exp \sum_{n=1}^{\infty} \frac{z^{n}}{n} \sum_{\xi \in \mathrm{Fix} \tau_{i}^{n}} \exp \sum_{k=0}^{n-1} A \circ \pi_{i}\left(\tau_{i}^{k} \xi\right)\right]^{s_{i}} \\
& =\prod_{i}\left[\zeta_{\tau_{i}}\left(z e^{A \circ \pi_{i}}\right)\right]^{s_{i}} .
\end{aligned}
$$

As noticed above, the factor

$$
\left[\zeta_{\tau_{i}}\left(z e^{A \circ \pi_{i}}\right)\right]^{s_{i}}
$$

is analytic and non-zero when $|z|<e^{-P\left(A \circ \pi_{i}\right)}$.
By Theorem 7.9, $P\left(A \circ \pi_{1}\right)=P(A)$. If $i \neq 1$, we have (using Theorem 7.6(d))

$$
Z_{n}\left(A \circ \pi_{i}\right) \leqslant d \cdot Z_{n}\left(A \mid \pi_{i} \Omega_{i}\right),
$$

and $P\left(A \circ \pi_{i}\right) \leqslant P\left(A \mid \pi_{i} \Omega_{i}\right)$. Since $\pi_{i} \Omega_{i}$ is a closed $f$-invariant subset of $\Omega$ and $\pi_{i} \Omega_{i} \neq \boldsymbol{\Omega}$ (Proposition 7.22(c)), it follows that $P\left(A \mid \pi_{i} \boldsymbol{\Omega}\right)<P(A)$ (Corollary 7.10(b)).

### 7.24 Theorem

Let $(\boldsymbol{\Omega}, f)$ be topologically mixing and $A \in \mathfrak{C}^{\alpha}(\boldsymbol{\Omega})$. There is $R(A)>$ $\exp [-P(A)]$ such that $z \mapsto \zeta\left(z e^{A}\right)$ is meromorphic, without zero, and with only one pole in the disk $\{z:|z|<R(A)\}$. The pole is simple and located at $\exp [-P(A)]$.

It remains to prove this for $\zeta_{\tau}\left(z e^{A \circ} \pi\right)$ instead of $\zeta_{f}\left(z e^{A}\right)$, and this has been done in Theorem 5.29.

Notice that for a general Smale space $\boldsymbol{\Omega}$, and $A \in \mathcal{C}^{\alpha}(\boldsymbol{\Omega})$, there is $R(A)>$ $\exp [-P(A)]$ such that $z \mapsto \zeta\left(z e^{A}\right)$ is meromorphic in the disk $\{z:|z|<R(a)\}$, without zero, with poles located at $e^{-P(A)}$ times a root of unity.

Notice also that $z \mapsto \zeta\left(z e^{A}\right)$ does not in general extend to a meromorphic function in $\mathbf{C}$ (see Remark 5.30).

### 7.25 Corollary

Let $(\Omega, f)$ be topologically mixing.
(a) If $A \in \mathcal{C}^{\alpha}(\boldsymbol{\Omega})$, the series

$$
\sum_{n=1}^{\infty} Z_{n}(A) z^{n}-\sum_{n=1}^{\infty} e^{n P(A)} z^{n}
$$

converges for $|z|<R(A)$; therefore

$$
Z_{n}(A) e^{-n P(A)}-1
$$

tends to zero exponentially fast when $n \rightarrow \infty$.
(This improves part (a) of Theorem 7.20 when $A \in \complement^{\propto}(\boldsymbol{\Omega})$.)
(b) The rational function extending $z \mapsto \zeta(z)$ to $\mathbf{C}$ has a simple pole at $e^{-P(0)}$, where $P(0)$ is the topological entropy, and every other pole or zero has an absolute value strictly larger than $e^{-P(0)}$.

### 7.26 Expanding maps

Let $\boldsymbol{\Omega}$ be a compact metric space, with metric $d$, and $f$ a continuous map of $\boldsymbol{\Omega}$ onto itself*. We say that $f$ is expanding if there exist $\varepsilon>0$ and $\lambda \in(0,1)$ such that the following property holds:
(E) If $d\left(f x, y^{\prime}\right)<2 \varepsilon$, there exists a unique $y$ such that $f y=y^{\prime}$ and $d(x, y)<$ $2 \varepsilon$. Furthermore

$$
d(x, y) \leqslant \lambda d(f x, f y)
$$

(E) implies that

$$
d(f x, f y) \geqslant \lambda^{-1} d(x, y)
$$

whenever $d(x, y)<2 \lambda \varepsilon$.
We define a map

$$
\gamma:\left\{\left(x, y^{\prime}\right) \in \boldsymbol{\Omega} \times \boldsymbol{\Omega}: d\left(f x, y^{\prime}\right)<\varepsilon\right\} \mapsto \boldsymbol{\Omega}
$$

by the conditions

$$
f \gamma\left(x, y^{\prime}\right)=y^{\prime}, \quad d\left(x, \gamma\left(x, y^{\prime}\right)\right)<2 \varepsilon
$$

In view of (E) this defines $\gamma$ uniquely and we have

$$
d\left(x, \gamma\left(x, y^{\prime}\right)\right) \leqslant \lambda d\left(f x, y^{\prime}\right)
$$

Furthermore $\quad \gamma$ is continuous. $\quad\left[\operatorname{Let}\left(x, y^{\prime}\right) \mapsto\left(x_{0}, y_{0}^{\prime}\right) \quad\right.$ and $\quad \gamma\left(x, y^{\prime}\right)=$ $y, \gamma\left(x_{0}, y_{0}^{\prime}\right)=y_{0}$. We have

$$
d\left(y_{0}, y\right) \leqslant d\left(y_{0}, x_{0}\right)+d\left(x_{0}, x\right)+d(x, y)<2 \lambda \varepsilon
$$

because $d\left(y_{0}, x_{0}\right)+d(x, y)<\lambda d\left(f x_{0}, y_{0}^{\prime}\right)+\lambda d\left(f x, y^{\prime}\right)<2 \lambda \varepsilon$ and $d\left(x_{0}, x\right)$ is arbitrarily small. Therefore (E) gives $d\left(y_{0}, y\right) \leqslant \lambda d\left(y_{0}^{\prime}, y^{\prime}\right) \mapsto 0$.] In particular, $f$ is a local homeomorphism (and therefore an open map).

We let

$$
\begin{gathered}
\underline{\boldsymbol{\Omega}}=\left\{\left(x_{n}\right)_{n \in \mathbf{z}_{\leqslant}}: x_{n} \in \boldsymbol{\Omega} \quad \text { and } f x_{n-1}=x_{n} \text { for all } n\right\}, \\
\mathbf{f}\left(x_{n}\right)=\left(f x_{n}\right), \quad \mathbf{f}^{-1}\left(x_{n}\right)=\left(x_{n-1}\right), \\
\boldsymbol{\pi}\left(x_{n}\right)=x_{0} .
\end{gathered}
$$

This agrees with the definitions of $\underline{\Omega}, \tau, \boldsymbol{\pi}$ in Section 6.17. $\underline{\boldsymbol{\Omega}}$ is a compact

[^24]metric space with respect to the metric
$$
d\left(\left(x_{n}\right),\left(y_{n}\right)\right)=\sup _{n \leqslant 0} \lambda^{|n|} d\left(x_{n}, y_{n}\right) .
$$
$\mathbf{f}$ is a homeomorphism of $\underline{\Omega}$ such that $f \boldsymbol{\pi}=\boldsymbol{\pi} \mathbf{f}$, and $\boldsymbol{\pi}$ is a continuous and open map of $\underline{\boldsymbol{\Omega}}$ onto $\boldsymbol{\Omega}$.

If $d\left(\left(x_{n}\right),\left(y_{n}\right)\right)<\varepsilon$, define $\left(z_{n}\right)=\left[\left(x_{n}\right),\left(y_{n}\right)\right]$ by $z_{0}=x_{0}$ and $d\left(z_{n}, y_{n}\right)<\varepsilon$ for all $n$. Equivalently,

$$
z_{0}=x_{0}, \quad z_{n-1}=\gamma\left(y_{n-1}, z_{n}\right)
$$

The map $[\cdot, \cdot]$ is continuous because $\gamma$ is, and it is readily seen that (SS1) holds; (SS2) holds also (with $\delta=\varepsilon$ ). Finally condition (SS3) of Section 7.11 is satisfied:

$$
d\left(\left(y_{n}\right),\left[\left(x_{n}\right),\left(y_{n}\right)\right]\right)=d\left(x_{0}, y_{0}\right) \leqslant d\left(\left(x_{n}\right),\left(y_{n}\right)\right) ;
$$

and we have also

$$
\begin{equation*}
d\left(\mathbf{f}^{-1}\left(x_{n}\right), \mathbf{f}^{-1}\left(y_{n}\right)\right) \leqslant \lambda^{-1} d\left(\left(x_{n}\right),\left(y_{n}\right)\right) \tag{7.12}
\end{equation*}
$$

The space $\underline{\boldsymbol{\Omega}}$ (with map $[\cdot, \cdot]$ and homeomorphism $\mathbf{f}$ ) is thus a Smale space canonically associated with the expanding map $f$.

### 7.27 Remarks

(a) Since the construction of $\underline{\boldsymbol{\Omega}}, \mathbf{f}, \boldsymbol{\pi}$ is the same as that performed in Section 6.17, $\boldsymbol{\pi}$ induces a bijection $\underline{\boldsymbol{\sigma}} \mapsto \boldsymbol{\sigma}$ of the $\mathbf{f}$-invariant states on $\underline{\boldsymbol{\Omega}}$ to the $f$-invariant states on $\boldsymbol{\Omega}$ such that $h(\underline{\boldsymbol{\sigma}})=h(\boldsymbol{\sigma})$. If $A \in \mathcal{C}(\boldsymbol{\Omega})$ we also have $P(A \circ \pi)=P(A)$ (Section 6.18).
(b) $\pi$ is a bijection of Fix $\mathbf{f}^{n}$ to Fix $f^{n}$ [the proof is immediate].
(c) $\pi$ is a contraction. Therefore if $A$ is Hölder continuous on $\Omega$, then $A \circ \pi$ is Hölder continuous on $\boldsymbol{\Omega}$.
(d) $f$ is topologically + transitive (respectively, mixing) if and only if $\mathbf{f}$ is. [ $\mathbf{f}$ is topologically + transitive if and only if, given non-empty open sets $U, V \subset \Omega, p, q \geqslant 0$, and $N \geqslant 0$, there exists $n>N$ such that

$$
\mathbf{f}^{n}\left(\mathbf{f}^{p} \boldsymbol{\pi}^{-1} U\right) \cap\left(\mathbf{f}^{q} \boldsymbol{\pi}^{-1} V\right) \neq \emptyset,
$$

or if there exists $n>N+p-q$ such that

$$
\left(\boldsymbol{\pi}^{-1} U\right) \cap\left(\mathbf{f}^{-n} \boldsymbol{\pi}^{-1} V\right) \neq \emptyset
$$

but $\mathbf{f}^{-n} \boldsymbol{\pi}^{-1} V=\left(\boldsymbol{\pi} \mathbf{f}^{n}\right)^{-1} V=\left(f^{n} \pi\right)^{-1} V=\boldsymbol{\pi}^{-1}\left(f^{n}\right)^{-1} v$, so that the
condition becomes

$$
\left(\boldsymbol{\pi}^{-1} U\right) \cap\left(\boldsymbol{\pi}^{-1}\left(f^{n}\right)^{-1} V\right) \neq \emptyset,
$$

or

$$
U \cap\left(f^{n}\right)^{-1} V \neq \emptyset \quad \text { or } \quad f^{n} U \cap V \neq \emptyset .
$$

The mixing case is analogous.]

### 7.28 Results for expanding maps

In view of the above remarks, the theory of the pressure and of equilibrium states for a Smale space extends to the situation where an expanding map is given. In particular, if $f$ is topologically $+\operatorname{transitive}$ and $A \in \mathcal{C}^{\alpha}(\boldsymbol{\Omega})$, there is a unique equilibrium state $\rho_{A}$, i.e. a unique $f$-invariant state which makes

$$
h(\rho)+\rho(A)
$$

equal to its maximum $P(A)$. Similarly, the reader may check that most results mentioned in Corollaries 7.10, 7.12, 7.13 apply here directly or with simple modifications.

Using Remark 7.27(b) on periodic points, it is seen that Theorems 7.20, 7.24, and Corollary 7.25 remain true in the present case.

Further results are obtained by using a Markov partition of $\boldsymbol{\Omega}$.

### 7.29 Markov partitions

Let $\left(R_{i}\right)$ be a Markov partition of $\underline{\boldsymbol{\Omega}}$. Each $R_{i}$ is of the form [ $C_{i}, D_{i}$ ] where $C_{i}$ is the closure of its interior in $V_{x_{i}}^{-}(\delta)$ for some $x_{i}$. Each set $\pi C_{i} \subset \Omega$ has thus dense interior. We define sets $S_{j} \subset \boldsymbol{\Omega}$ to be the closures of the minimal non-empty intersections of the sets $\pi$ int $C_{i}$. Therefore the $S_{j}$ are closed and non-empty, they have dense interior, and they cover $\boldsymbol{\Omega}$. Furthermore
(a) int $S_{i} \cap$ int $S_{j}=\emptyset$ if $i \neq j$;
(b) each $f S_{i}$ is a union of sets $S_{j}$.

We call such a family $\left(S_{i}\right)$ a Markov partition* for the expanding map $f$.

[^25]( $\boldsymbol{\pi}^{-1} S_{i}$ ) is formally a Markov partition of $\underline{\boldsymbol{\Omega}}$ (the sets $\boldsymbol{\pi}^{-1} S_{i}$ do not have small diameter, but we may assume that for some $N>0,\left(\mathbf{f}^{N} \pi^{-1} S_{i}\right)$ is a true Markov partition of $\underline{\boldsymbol{\Omega}}$. Therefore there is a symbolic dynamics. More precisely, let $\Omega_{0}$ be the set of $S_{i}$, and write
\[

t_{S_{i} S_{j}}= $$
\begin{cases}1 & \text { if int } S_{i} \cap f^{-1} \text { int } S_{j} \neq \emptyset, \\ 0 & \text { otherwise. }\end{cases}
$$
\]

We define $\Omega \geqslant$ as in Section 5.8, and the one-sided shift $\tilde{\tau}: \Omega \geqslant \mapsto \Omega \geqslant$ by $\tilde{\tau}\left(\xi_{n}\right)_{n \geqslant 0}=\left(\xi_{n+1}\right)_{n \geqslant 0}$. This one-sided shift is related in obvious manner to the shift $\tau$ on $\Omega$.

### 7.30 Theorem

If $\xi=\left(\xi_{n}\right)_{n \geqslant 0} \in \Omega_{\geqslant}$, then $\cap_{n \geqslant 0} f^{-n} \xi_{n}$ consists of a single point $\pi(\xi)$. Furthermore
(a) The map $\pi: \Omega \geqslant \mapsto \boldsymbol{\Omega}$ is continuous onto.
(b) $\pi \circ \tilde{\tau}=f \circ \pi$.
(c) $\pi^{-1}$ is uniquely defined on the residual set $\Omega \backslash \cup_{n \geqslant 0} f^{-n} \partial$, where $\partial=$ $\cup_{i}\left(S_{i} \backslash\right.$ int $\left.S_{i}\right)$.
(d) There is an integer $d$ such that, for all $x, \pi^{-1} x$ has at most d elements.
(e) If $f$ is topologically + transitive (respectively mixing), then the shift $\tau$ is transitive (respectively, mixing).

Everything follows readily from Theorem 7.6, using Remark 7.27(d) for (e).

### 7.31 Applications

Let $f$ be an expanding map of $\boldsymbol{\Omega}$, and $A$ a real continuous function. A map $\mathfrak{L}_{A}: \mathcal{C}(\boldsymbol{\Omega}) \mapsto \mathcal{C}(\boldsymbol{\Omega})$ is defined by

$$
\left(\mathfrak{L}_{A} B\right)(x)=\sum_{y: f y=x} e^{A(y)} B(y),
$$

Let $D \subset \boldsymbol{\Omega}$ be the residual set of points for which $\pi^{-1}$ is uniquely defined. If $\pi \xi \in D$, we have

$$
\begin{aligned}
\left(\mathfrak{L}_{A} B\right)(\pi \xi) & =\sum_{\eta: \tilde{\eta} \eta=\xi} e^{A \circ \pi(\eta)} B \circ \pi(\eta) \\
& =(\mathfrak{L}(\circ \pi))(\xi),
\end{aligned}
$$

where $\mathfrak{L}$ is an operator on $\mathcal{C}(\Omega \geqslant)$ of the type defined in Section 5.11. One can apply or adapt the arguments of Chapter 5 to the present situation.

We consider an example. Iff is topologically mixing and $A \in \mathfrak{C}^{\alpha}(\boldsymbol{\Omega})$, there exist $\tilde{A} \in \complement^{\alpha}(\boldsymbol{\Omega})$ and a probability measure $\boldsymbol{\sigma}$ such that

$$
\operatorname{supp} \boldsymbol{\sigma}=\boldsymbol{\Omega}
$$

and

$$
\lim _{n \rightarrow \infty} e^{-n P(A)} \mathfrak{L}_{A}^{n} B=\sigma(B) \cdot e^{\tilde{A}}
$$

uniformly on $\Omega$ for each $B \in \mathcal{C}(\boldsymbol{\Omega})$.
[The limit is uniform on $D$ by Proposition 5.16, and hence on $\Omega$ by the density of $D$. Suppose that $\left|C\left(x^{\prime}\right)-C(x)\right| \leqslant c d\left(x, x^{\prime}\right)^{\alpha}$ for $d\left(x, x^{\prime}\right)<2 \varepsilon$; then

$$
\begin{aligned}
\frac{\left(\mathfrak{L}_{A} e^{C}\right)\left(x^{\prime}\right)}{\left(\mathfrak{L}_{A} e^{C}\right)(x)}= & \frac{\sum_{y^{\prime}: f y^{\prime}=x^{\prime}} \exp \left[A\left(y^{\prime}\right)+C\left(y^{\prime}\right)\right]}{\sum_{y: f y=x} \exp [A(y)+C(y)]} \\
& \leqslant \exp \left[a\left(\lambda d\left(x, x^{\prime}\right)\right)^{\alpha}+c\left(\lambda d\left(x, x^{\prime}\right)\right)^{\alpha}\right]
\end{aligned}
$$

so that $\left|\tilde{A}(x)-\tilde{A}\left(x^{\prime}\right)\right| \leqslant \tilde{a} d\left(x, x^{\prime}\right)^{\alpha}$, where $\tilde{a}=a \lambda^{\alpha}\left(1-\lambda^{\alpha}\right)^{-1}$.]
As another example suppose that the map $f$ has a jacobian $e^{A}$ with respect to a probability measure $\rho$ on $\boldsymbol{\Omega}$. This means that when $B \in \mathcal{C}(\boldsymbol{\Omega})$,

$$
[f(B \cdot \rho)](d x)=\left[\sum_{y: f y=x} e^{A(y)} B(y)\right] \cdot \rho(d x)
$$

Then

$$
f^{n}(B \cdot \rho)=\left(\mathfrak{L}_{A}^{n} B\right) \cdot \rho
$$

In particular if $f$ is topologically mixing and $A \in \mathfrak{C}^{\alpha}(\boldsymbol{\Omega})$ as above, then $P(A)=$ 0 and $f^{n} \rho \mapsto e^{\tilde{A}} \rho$, the convergence being in norm and exponentially fast [see Exercise 4(b) of Chapter 5]. In particular, $e^{\tilde{A}} \rho$ is $f$-invariant and equivalent to $\rho$.

The above argument often permits us to show that $g^{n} \sigma$ has a limit when $\sigma$ is a measure on a compact set $\Lambda$ but $g: \Lambda \mapsto \Lambda$ does not satisfy our condition (E). It suffices to find a surjective map $\omega: \Omega \mapsto \Lambda$ and $f$ expanding such that $\omega \circ f=g \circ \omega$ and $\omega^{-1}$ is uniquely defined $\sigma$-almost everywhere.

Suppose for instance that $\Lambda=\cup_{i=1}^{n} \Lambda_{i}$ and that for each $i$ there is a set $I(i)$ and a continuous map $g_{i}: \Lambda_{i} \mapsto \cup_{j \in I(i)} \Lambda_{j}$ with the following properties:
(a) $\cup_{i} I(i)=\{1, \ldots, n\}$.
(b) The $\Lambda_{i}$ are closed and $\sigma\left(\Lambda_{i} \cap \Lambda_{j}\right)=0$ if $i \neq j$.
(c) The maps $g_{i}$ are bijective and

$$
d(x, y) \leqslant \lambda d(f x, f y)
$$

(d) There is $A_{i} \in \mathcal{C}^{\alpha}\left(\Lambda_{i}\right)$ such that

$$
g_{i}\left(\sigma \mid \Lambda_{i}\right)(d x)=\exp \left[A_{i} \circ g_{i}^{-1} x\right] \cdot\left(\sigma \mid \cup_{j \in I(i)} \Lambda_{j}\right)(d x)
$$

Let $g: \Lambda \mapsto \Lambda$ have restriction $g_{i}$ to $\Lambda_{i}\left(g\right.$ need not be well defined on $\Lambda_{i} \cap$ $\Lambda_{j}$ for $i \neq j$ ). Then $g^{n} \sigma$ has a limit equivalent to $\sigma$ when $n \rightarrow \infty$. To see this let $\boldsymbol{\Omega}$ be the set of sequences $\left(x_{n}, i_{n}\right)$ with $n \geqslant 0$ such that $x_{n} \in \Lambda_{i_{n}}, i_{n+1} \in I\left(i_{n}\right)$, and $x_{n+1}=g_{i_{n}} x_{n}$. Let $f\left(x_{n}, i_{n}\right)=\left(x_{n+1}, i_{n+1}\right), \omega\left(x_{n}, i_{n}\right)=x_{0}$. Then $\omega \circ f=$ $g \circ \omega$, and if we define

$$
d\left(\left(x_{n}, i_{n}\right),\left(y_{n}, j_{n}\right)\right)=\sup _{n} \lambda^{n}\left[d\left(x_{n}, y_{n}\right)+2 \varepsilon\left(1-\delta_{i_{n} j_{n}}\right)\right]
$$

the condition ( E ) is satisfied. Let $\rho=\omega^{-1} \sigma$ and $A\left(x_{n}, i_{n}\right)=A_{i_{0}}\left(x_{i_{0}}\right)$. Then $A \in \mathfrak{C}^{\alpha}(\Omega)$ and the map $f$ has jacobian $e^{A}$ with respect to $\rho$.

## Notes

Axiom A diffeomorphisms have been introduced by Smale [1], and his paper is still the best introduction to the subject. Smale's definition extends the earlier notion of Anosov diffeomorphism (see Anosov [1]). The idea of an "abstract" study of axiom A diffeomorphisms restricted to the non-wandering set (or to a hyperbolic set) is present in Bowen [1] (cf. the "Fact 1" used in that paper). Our study is based on axioms (SS1), (SS2), and we use the term Smale space for a dynamical system with these properties. The results obtained here apply to axiom A , and in particular to Anosov diffeomorphisms.

A basic tool is the existence of Markov partitions, and of symbolic dynamics, first proved by Sinai [1], [2] for Anosov diffeomorphisms. This proof was improved and extended to axiom A diffeomorphisms by Bowen [1]. Sinai [4] realized that, using symbolic dynamics, the methods of statistical mechanics permit the study of invariant measures on a manifold with an Anosov diffeomorphism. This idea extends again to axiom A diffeomorphisms (Ruelle [5], Bowen and Ruelle [1]). The present exposition follows Sinai's ideas, and Bowen's monograph [6], with addition of some new facts.

The theory of Gibbs state presented in Sections 7.15 to 7.18 corresponds to a general definition of Gibbs states given by Capocaccia [1].

The study of periodic points in Sections 7.19 to 7.25 follows Bowen [2] and Manning [1]. Theorem 7.24 was announced in Ruelle [6].

The theory of expanding maps developed in Sections 7.26 to 7.31 is an application of the theory of Smale spaces. It is more general (and thus
less rich) than the theory of expanding diffeomorphisms given by Shub [1] and Hirsch [1]. The study of the iterates of $\mathfrak{L}_{A}$ in Section 7.31 is an extension of the Perron-Frobenius theorem, as was Proposition 5.16. For other developments see Walters [3], [4], and in another direction Lasota and Yorke [1].

## Exercises

1. Prove that a Smale space has finite Hausdorff dimension.*
[Let $\delta$ be as in Section 7.3, and cover $\Omega$ with a finite number $N$ of sets with diameters $<\delta$. For any $n>0, \boldsymbol{\Omega}$ is covered by at most $N^{2 n-1}$ sets $S_{i}$ of diameter $<C \lambda^{n}$. Therefore, if $\alpha>(2 \log N) /|\log \lambda|$, then

$$
\begin{gathered}
\lim _{n \rightarrow \infty} C \lambda^{n}=0 \\
\lim _{n \rightarrow \infty} \sum_{i}\left(\operatorname{diam} S_{i}\right)^{\alpha} \leqslant \lim _{n \rightarrow \infty} N^{2 n-1}\left(C \lambda^{n}\right)^{\alpha}=\frac{C^{\alpha}}{N} \lim _{n \rightarrow \infty}\left(N^{2} \lambda^{\alpha}\right)^{n}=0
\end{gathered}
$$

and this implies that $\operatorname{dim} \Omega \leqslant(2 \log N) /|\log \lambda|$; see for instance Billingsley [1], Section 14.]
2. Let $(\Omega, f)$ be a topologically + transitive Smale space. The following conditions on $B \in \mathcal{C}^{\alpha}(\boldsymbol{\Omega})$ are equivalent:
(a) $\boldsymbol{\sigma}(B)=0$ for all $\boldsymbol{\sigma} \in \boldsymbol{I}$.
(b) $\sum_{k=0}^{n-1} B\left(f^{k} x\right)=0$ for all $n$ and all $x \in \operatorname{Fix} f^{n}$.
(c) $B=C \circ f-C$ with $C \in \mathcal{C}(\Omega)$.

In (c), $C$ is determined up to an additive constant, and $C \in \mathcal{C}^{\alpha}(\boldsymbol{\Omega})$ if condition (SS3) of Section 7.11 holds.
$[(\mathrm{c}) \Rightarrow(\mathrm{a}) \Rightarrow(\mathrm{b})$ are trivial. To prove $(\mathrm{b}) \Rightarrow(\mathrm{c})$ one chooses $y$ such that $\Gamma=\left\{f^{k} y: k \in \mathbf{Z}\right\}$ is dense in $\boldsymbol{\Omega}$, and constructs $C \mid \Gamma$ as in the proof of Theorem 5.7. Let now $u, v \in \Omega, f^{k} y \rightarrow u, f^{l} y \rightarrow v, l-k \rightarrow+\infty$. There is $z$ with $f^{l-k} z=z$ and $d\left(f^{m} z, f^{k+m} y\right)<\delta$ for $m \in[0, l-k]$ (if $d(u, v)$ is sufficiently small; see Section 7.3). Thus

$$
\begin{aligned}
C(v)-C(u) & =\lim \left[C\left(f^{l} y\right)-C\left(f^{k} y\right)\right] \\
& =\lim \sum_{j=0}^{l-k-1} B\left(f^{k+j} y\right)=\lim \sum_{j=0}^{l-k-1}\left[B\left(f^{k+j} y\right)-B\left(f^{j} z\right)\right]
\end{aligned}
$$

[^26]This can be majorized term by term using

$$
d\left(f^{k+j} y, f^{j} z\right)<\text { constant } \times \max \left(\lambda^{j}, \lambda^{(l-k)-j}\right)
$$

One can thus take the limit $l-k \rightarrow \infty, z \rightarrow[u, v]$ :

$$
\begin{aligned}
C(v)-C(u)= & \sum_{j=0}^{\infty}\left[B\left(f^{j} u\right)-B\left(f^{j}[u, v]\right)\right] \\
& +\sum_{j=1}^{\infty}\left[B\left(f^{-j} v\right)-B\left(f^{-j}[u, v]\right)\right] .
\end{aligned}
$$

Hence

$$
|C(v)-C(u)| \leqslant \text { constant } \times\left[d(u,[u, v])^{\alpha}+d(v,[u, v])^{\alpha}\right] .
$$

This implies $C \in \mathcal{C}(\boldsymbol{\Omega})$, and $C \in \mathfrak{C}^{\alpha}(\boldsymbol{\Omega})$ if (SS3) is satisfied.]
3. Using Exercise 2, show that the function $C$ of Corollary 7.10(c) is Hölder continuous if condition (SS3) of Section 7.11 holds.
4. Let $f$ be an expanding map.
(a) If $f$ is topologically mixing, the periodic points are dense in $\Omega$.
(b) $f$ is topologically mixing if and only if for every non-empty open set $O \subset \boldsymbol{\Omega}$ there is an $N>0$ such that $f^{N} O=\boldsymbol{\Omega}$.
(c) If the periodic points are dense in $\boldsymbol{\Omega}$ and $\boldsymbol{\Omega}$ is connected, then $f$ is topologically mixing.
[(a): By Remark 7.27(d), $\boldsymbol{f}$ is topologically mixing; hence $\underline{\Omega}$ is nonwandering, hence the periodic points are dense in $\underline{\Omega}$, and therefore in $\Omega$ by Remark 7.27(b). (b): Let $f$ be topologically mixing, $O$ open non-empty contained in $\Omega$. Using (a), let $x \in O \cap$ Fix $f^{p}$. Replacing $\underline{O}$ by a sufficiently small ball around $x$, and using $(\mathrm{E})$, we have $f^{p} O \supset O$, so that $f^{n p} O$ increases with $n$. If $y \in \cup_{n>0} f^{n p} O$, then (E) implies that $\{z: d(z, y)<2 \varepsilon\} \subset \cup_{n>0} f^{n p} O$, and since $\cup_{n>0} f^{n p} O$ is dense in $\Omega$ by mixing, this set is equal to $\Omega$. Since the $f^{n p} O$ are open and $\Omega$ is compact, there is some $n$ such that $f^{n p} O=\Omega$. The converse is immediate. (c): The proof is like that of (b).]

## Appendix A. 1

## Miscellaneous definitions and results

## A.1.1 Order

Let $\leqslant$ be an order relation on a set $E$, and $S \subset E$. There is at most one $a \in S$ such that $a \geqslant x$ for all $x \in S$ ( $a$ is the greatest element of $S$ ); there is also at most one $b \in S$ such that $b \leqslant x$ for all $x \in S$ ( $b$ is the least element of $S$ ).

If $a \in E$ and $a \geqslant x$ for all $x \in S, a$ is an upper bound of $S$, and if the set of upper bounds of $S$ has a least element, this is called the least upper bound or sup of $S$, and denoted by $\vee S$. If $b \in E$ and $b \leqslant x$ for all $x \in S, b$ is a lower bound of $S$, and if the set of lower bounds of $S$ has a greatest element, this is called the greatest lower bound or inf of $S$, and denoted by $\wedge S .^{*}$

An ordered set $E$ is called a lattice if every finite $S \subset E$ has a least upper bound and a greatest lower bound. For this it suffices to require that every twoelement subset $\{x, y\}$ has a least upper bound $x \vee y$ and a greatest lower bound $x \wedge y$.

## A.1.2 Residual sets

Let $E$ be a topological space. A subset $S$ of $E$ is called residual if it contains a countable intersection of dense open sets. If $E$ is metrizable and complete, then every residual subset is dense in $E$ (Baire's theorem). We say that a property (of points $x$ of $E$ ) is generic if it holds for all $x \in S, S$ a residual subset of $E$.

[^27]
## A.1.3 Upper semi-continuity

A function $f$ with values in $\mathbf{R} \cup\{-\infty\}$ on the topological space $E$ is upper semi-continuous if for every $x \in E$ and $a>f(x)$ there is a neighborhood $9 \tau_{x}$ of $x$ such that

$$
y \in \mathscr{\tau _ { x }} \Rightarrow f(y)<a
$$

It is equivalent to require that, for every real $a,\{x \in E: f(x)<a\}$ is open or $\{x \in E: f(x) \geqslant a\}$ closed.

The greatest lower bound of a family of real continuous functions on $E$ is upper semi-continuous. If $E$ is compact, and $f$ is upper semi-continuous, there exists $x \in E$ such that

$$
f(x)=\sup _{y \in E} f(y) .
$$

Thus, on a compact set, an upper semi-continuous function reaches its maximum.

## A.1.4 Subadditivity

Let $F\left(a_{1}, \ldots, a_{v}\right)$ be real and defined when $a_{1}, \ldots, a_{v}$ are integers $>0$. We say that $F$ is subadditive if
$F\left(a_{1}, \ldots, a_{k}^{\prime}+a_{k}^{\prime \prime}, \ldots, a_{v}\right) \leqslant F\left(a_{1}, \ldots, a_{k}^{\prime}, \ldots, a_{v}\right)+F\left(a_{1}, \ldots, a_{k}^{\prime \prime}, \ldots, a_{v}\right)$
for all $k$. We have then

$$
\lim _{a_{1}, \ldots, a_{v} \rightarrow \infty} \frac{F\left(a_{1}, \ldots, a_{v}\right)}{\prod_{k=1}^{v} a_{k}}=\inf _{a_{1}, \ldots, a_{v}} \frac{F\left(a_{1}, \ldots, a_{v}\right)}{\prod_{k=1}^{v} a_{k}}
$$

The limit is a real number or $-\infty$. [This is implicit in the proof of (3.17).]

## Appendix A. 2

## Topological dynamics

Let $\Omega$ be a non-empty Hausdorff topological space, and $f: \Omega \mapsto \Omega$ a continuous map. The pair $(\Omega, f)$ is a topological dynamical system. A point $x \in \Omega$ is wandering if it has a neighborhood $U$ such that $U \cap \cup_{n=1}^{\infty} f^{n} U=\emptyset$. A point $x$ is non-wandering if, given a neighborhood $U$ of $x$, and $N \geqslant 0$, there exists $n>N$ such that $f^{n} U \cap U \neq \emptyset$. The non-wandering points constitute the non-wandering set $\Lambda ; \Lambda$ is closed and $f \Lambda \subset \Lambda$. If $f$ is a homeomorphism, the non-wandering set for $f^{-1}$ is the same as that for $f$. If $\Omega$ is compact, the non-wandering set is not empty.

We say that $(\Omega, f)$, or $f$, is topologically + transitive if it satisfies the following condition.
(+T) If $U, V \subset \Omega$ are non-empty open sets, and $N \geqslant 0$, there exists $n>N$ such that $f^{n} U \cap V \neq \varnothing$.

If $f$ is topologically $+\operatorname{transitive,~then~} \Omega$ is the non-wandering set. A homeomorphism $f$ is topologically + transitive if and only if $f^{-1}$ is. If $\Omega$ is a compact metrizable space, $(+\mathrm{T})$ is also equivalent to the following conditions.
$\left(+\mathrm{T}^{\prime}\right)$ There is $x \in \Omega$ such that the set of limit points of the sequence $\left(f^{n} x\right)_{n>0}$ is $\Omega$.
$\left(+\mathrm{T}^{\prime \prime}\right)$ Those $x \in \Omega$ such that the set of limit points of $\left(f^{n} x\right)_{n>0}$ is $\Omega$ form a residual subset of $\Omega$.
[Let $\left(V_{k}\right)_{k>0}$ be a countable basis of the topology of $\Omega$. The set of limit points of $\left(f^{n} x\right)$ is $\Omega$ if $\left\{f^{m+n} x: n>0\right\}$ is dense in $\Omega$ for all $m>0$. The set of $x$ for which this is true is a countable intersection of open sets:

$$
\bigcap_{k>0} \bigcap_{m>0} \bigcup_{n} f^{-m-n} V_{k}
$$

If $(+\mathrm{T})$ holds, this set has a non-empty intersection with each open $U \neq \emptyset$,
and hence is dense; hence $(+\mathrm{T}) \Rightarrow\left(+\mathrm{T}^{\prime \prime}\right)$. Clearly $\left(+\mathrm{T}^{\prime \prime}\right) \Rightarrow\left(+\mathrm{T}^{\prime}\right)$. If $U, V$ are non-empty open sets and $\left(+\mathrm{T}^{\prime}\right)$ holds, then $f^{m} x \in U$ and $f^{m+n} x \in V$ for some $m, n>N$; hence ( +T ) holds.]

Notice that if the set of limit points of $\left(f^{n} x\right)$ is $\Omega$, then $\left\{f^{n} x: n>0\right\}$ is dense in $\Omega$; the converse is true if $\Omega$ contains no isolated point.

We say that $(\Omega, f)$, or $f$, is topologically mixing if it satisfies the condition (M) If $U, V \subset \Omega$ are non-empty open sets, there exists $N \geqslant 0$ such that

$$
f^{n} U \cap V \neq \emptyset \quad \text { for all } \quad n>N
$$

If $f$ is topologically mixing, then $f$ is topologically + transitive. A homeomorphism $f$ is topologically mixing if and only if $f^{-1}$ is.

We say that a homeomorphism $f$ is topologically transitive if it satisfies the condition
(T) If $U, V$ are non-empty open sets, there exists $n \in \mathbf{Z}$ such that $f^{n} U \cap V \neq \emptyset$.

A homeomorphism $f$ is topologically + transitive if and only if $f$ is topologically transitive, and $\Omega$ is the nonwandering set:

$$
(+\mathrm{T}) \Leftrightarrow(\mathrm{T}) \quad \text { and } \quad \Omega \text { is the non-wandering set. }
$$

[It is trivial that $(+\mathrm{T}) \Rightarrow(\mathrm{T})$ and $\Omega$ is the non-wandering set. Assume now (T) and that $\Omega$ is the non-wandering set. Let $U, V$ be non-empty open subsets of $\Omega$, and $N \geqslant 0$. We want to prove that

$$
f^{m} U \cap V \neq \emptyset \quad \text { with } \quad m>N
$$

By (T) we have $f^{n} U \cap V \neq \emptyset$ with $n \in \mathbf{Z}$. Since any point $x$ of $W=f^{n} U \cap V$ is non-wandering, there exists $m>N$ such that $W \cap f^{m-n} W \neq \emptyset$; hence $f^{m} U \cap V \supset W \cap f^{m-n} W \neq \emptyset$.]

If $\Omega$ is a compact metrizable space, and $f$ a homeomorphism, ( T ) is equivalent to the following conditions (see Walters [2], Chapter 5, Section 2):
( $\mathrm{T}^{\prime}$ ) There is $x \in \Omega$ such that $\left\{f^{n} x: n \in \mathbf{Z}\right\}$ is dense in $\Omega$.
( $\mathrm{T}^{\prime \prime}$ ) Those $x \in \Omega$ such that $\left\{f^{n} x: n \in \mathbf{Z}\right\}$ is dense in $\Omega$ form a residual subset of $\Omega$.

# Appendix A. 3 

## Convexity

## A.3.1 Generalities

Let $V$ be a real vector space. A set $S \subset V$ is convex if $\alpha x+(1-\alpha) y \in S$ whenever $x, y \in S$ and $0 \leqslant \alpha \leqslant 1$. The convex hull of a set $S \subset V$ is the smallest convex set containing $S$.

Let $S$ be convex. A function $f: S \mapsto \mathbf{R}$ is convex if $\{(x, t) \in V \times \mathbf{R}: x \in S$ and $t \geqslant f(x)\}$ is convex; $f$ is concave if $-f$ is convex; $f$ is affine if $f$ is convex and concave. More generally if $W$ is a real vector space, we say that $f: S \mapsto$ $W$ is affine if it satisfies $f(\alpha x+(1-\alpha) y)=\alpha f(x)+(1-\alpha) f(y)$ whenever $x, y \in S$ and $0 \leqslant \alpha \leqslant 1$. In particular a linear map $V \rightarrow W$ is affine.

If $S$ is a convex open subset of $\mathbf{R}^{n}$, then every convex function on $S$ is continuous. If $f$ is a real function on the open interval $(a, b) \subset \mathbf{R}$ and $d^{2} f(x) / d x^{2} \geqslant 0$ for $x \in(a, b)$, then $f$ is convex.

Convexity is central in the theory of topological vector spaces (see Köthe [1]). Here we indicate only some results used in the text.

## A.3.2 Hahn-Banach theorem

Let $P: V \mapsto \mathbf{R}$ be convex, and let $W$ be a linear subspace of $V$. Suppose that $w: W \mapsto \mathbf{R}$ is linear and satisfies $w \leqslant P \mid W$. Then there exists $v: V \mapsto \mathbf{R}$ linear and such that

$$
v \leqslant P, \quad v \mid W=w
$$

If $V$ is a topological vector space and $P$ is continuous, then $v$ is continuous. (Standard application: $V$ is normed and $P$ is the norm.)

## A.3.3 Separation theorems

We say that two subsets $S, S^{\prime}$ of the topological vector space $V$ are separated by a (closed) hyperplane if there is a continuous linear function $f: V \mapsto \mathbf{R}$ and $c \in \mathbf{R}$ such that $f(x) \leqslant c$ for $x \in S$ and $f(x) \geqslant c$ for $x \in S^{\prime}$. If $f(x)<c$ for $x \in S$ and $f(x)>c$ for $x \in S^{\prime}$, we say that $S, S^{\prime}$ are strictly separated.

Let $S$ and $S^{\prime}$ be disjoint convex sets.
(a) If $S$ is open, then $S$ and $S^{\prime}$ are separated by a hyperplane.
(b) If $S$ and $S^{\prime}$ are open, then $S$ and $S^{\prime}$ are strictly separated by a hyperplane.
(c) If $V$ is locally convex, $S$ compact, and $S^{\prime}$ closed, then $S$ and $S^{\prime}$ are strictly separated by a hyperplane.
[Note that (a) and (b) are forms of the Hahn-Banach theorem].

## A.3.4 Convex compact sets

Let $V$ be a normed space. Its dual $V^{*}$ (space of continuous linear functionals on $V$ ) is a Banach space with the norm

$$
\sigma \mapsto\|\sigma\|=\sup _{x \in V:\|x\| \leqslant 1}|\sigma(x)| .
$$

The weak topology on $V^{*}$ is the topology of pointwise convergence of linear functionals on $V ; V^{*}$ with the weak topology is locally convex, and its dual is $V$. The closed unit ball $\left\{\sigma \in V^{*}:\|\sigma\| \leqslant 1\right\}$ is compact for the weak topology of $V^{*}$ (this is a special case of the Alaoglu-Bourbaki theorem).

Let $K$ be a convex compact subset of the locally convex topological vector space $V$, and let ( $f_{\alpha}$ ) be a commuting family of continuous affine maps $K \mapsto K$. Then the $f_{\alpha}$ have a common fixed point (Markov-Kakutani theorem).

## A.3.5 Extremal points

Let $V$ be a real vector space and $S \subset V$. A point $z \in S$ is extremal if

$$
z=\alpha x+(1-\alpha) y \quad \text { with } \quad x, y \in S, \quad 0<\alpha<1
$$

imply $x=y=z$.
Let $K$ be a convex compact subset of the locally convex topological vector space $V$, and let $\varepsilon$ be the set of its extremal points. Then the closure of the convex hull of $\mathcal{E}$ is $K$ (Krein-Milman theorem).

Let $S$ be a subset of the locally convex topological vector space $V$, such that the closure $K$ of its convex hull is compact. Then the extremal points of $K$ are in the closure of $S$ (theorem of Milman).

## A.3.6 Tangent functionals to convex functions

Let $V$ be a topological vector space and $P: V \mapsto \mathbf{R}$ be convex continuous. A linear functional $\sigma: V \mapsto \mathbf{R}$ is called tangent to $P$ at $x$ if

$$
P(x+y) \geqslant P(x)+\sigma(y) \quad \text { for all } \quad y \in V
$$

More generally, $\sigma$ is called $P$-bounded if there exists $c \in \mathbf{R}$ such that

$$
\sigma-c \leqslant P
$$

By the Hahn-Banach theorem, $\sigma$ is then continuous, i.e. $\sigma$ is in the dual $V^{*}$ of $V$. Furthermore at each $x \in V$ the set of tangent functionals is nonempty.

Let $V$ be a Banach space, $P: V \mapsto \mathbf{R}$ be convex continuous, and $C$ be a closed convex cone with apex $O$ in $V$. If $\sigma_{0} \in V^{*}$ is $P$-bounded, $x_{0} \in V$, and $\varepsilon>0$, there is $\sigma \in V^{*}$ tangent to $P$ at $x$ with $x \in x_{0}+C$,

$$
\left\|x-x_{0}\right\| \leqslant \frac{1}{\varepsilon}\left[P\left(x_{0}\right)-\sigma_{0}\left(x_{0}\right)-s\left(\sigma_{0}\right)\right] .
$$

and

$$
\begin{equation*}
\sigma(y) \geqslant \sigma_{0}(y)-\varepsilon\|y\| \quad(\forall y \in C) \tag{*}
\end{equation*}
$$

where we have written $s\left(\sigma_{0}\right)=\inf \left\{P(y)-\sigma_{0}(y): y \in V\right\}$. (Theorem of Israel [1]. If $C$ is a linear subspace, the condition (*) becomes $\left\|\left(\sigma-\sigma_{0}\right) \mid C\right\| \leqslant \varepsilon$; if $C=V$ one recovers a theorem by Bishop and Phelps.)

## A.3.7 Multiplicity of tangent functionals

If $V$ is a separable Banach space and $P: V \mapsto \mathbf{R}$ is convex continuous, the set of points $x \in V$ at which there is only one tangent functional is residual (theorem of Mazur [1]).

If $V$ is a separable Banach space and $P: V \mapsto \mathbf{R}$ is convex continuous, the set

$$
\left\{\sigma \in V^{*}: \sigma \text { is tangent to } P \text { at } x\right\}
$$

is the closed convex hull (for the weak topology) of the set of limits

$$
\sigma=\lim _{n \rightarrow \infty} \sigma_{n}
$$

where $\sigma_{n}$ is the only tangent functional to $P$ at $x_{n}$ and $\lim _{n \rightarrow \infty} x_{n}=x$ (theorem of Lanford and Robinson [1]).

## Appendix A. 4

## Measures and abstract dynamical systems

## A.4.1 Measures on compact sets

Let $\Omega$ be a compact space, and $\mathcal{C}(\Omega)$ the Banach space of continuous real functions on $\Omega$ with the norm

$$
A \mapsto\|A\|=\sup _{x \in \Omega}|A(x)|
$$

(uniform norm). The dual $\mathcal{C}(\Omega)^{*}$ of $\mathcal{C}(\Omega)$ consists of the real measures on $\Omega$. We call vague topology the weak topology on $\mathcal{C}(\Omega)^{*}$ (see Appendix A.3.4). $\mathcal{E}(\Omega)^{*}$ is also a Banach space with the norm

$$
\rho \mapsto\|\rho\|=\sup _{A:\|A\| \leqslant 1}|\rho(A)| .
$$

If $\Omega^{\prime}$ is another compact space and $f: \Omega \mapsto \Omega^{\prime}$ a continuous map, we define $f: \mathcal{C}(\Omega)^{*} \mapsto \mathcal{C}\left(\Omega^{\prime}\right)^{*}$ by

$$
(f \rho)(A)=\rho(A \circ f) \quad \text { for } \quad \rho \in \mathcal{C}(\Omega)^{*}, \quad A \in \mathcal{C}\left(\Omega^{\prime}\right)
$$

and call $f \rho$ the image of the measure $\rho$ by the continuous map $f$.
If $\mathrm{A} \in \mathcal{C}(\Omega)$ and $\rho \in \mathcal{C}(\Omega)^{*}$, we define the product $A \cdot \rho \in \mathcal{C}(\Omega)^{*}$ by $(A \cdot \rho)(B)=\rho(A B)$ for all $B \in \mathcal{E}(\Omega)$.

If $\rho_{1}, \rho_{2} \in \mathcal{C}(\Omega)^{*}$ and $\rho_{1}(A) \leqslant \rho_{2}(A)$ whenever $0 \leqslant A \in \mathcal{C}(\Omega)$, we write $\rho_{1} \leqslant \rho_{2}$. This is an order relation, with respect to which $\mathcal{C}(\Omega)^{*}$ is a lattice (see Appendix A.1.1). A measure $\rho$ on $\Omega$ is called a probability measure if it. satisfies two (and thus all) of the following conditions:
(a) $\rho \geqslant 0$,
(b) $\rho(1)=1$,
(c) $\|\rho\|=1$.

If $\rho \in \mathcal{C}(\Omega)^{*}$ and $A \in \mathcal{C}(\Omega)$, we use the notation

$$
\rho(A)=\int A d \rho=\int A(x) \rho(d x)
$$

This integration with respect to $\rho$ can be extended from $\mathcal{C}(\Omega)$ to a large class of functions, in particular to the characteristic functions of many subsets of $\Omega$, defining the measure of these sets (measurable sets). Among the measurable subsets of a metrizable compact space are the Borel sets: they are the elements of the $\sigma$-ring generated by the compact sets. [A non-empty class of sets is a $\sigma$-ring if it is closed under symmetric differences and countable unions.] The measurable sets are precisely the sets $X \cup N$ where $N \subset Y, X, Y$, are Borel, and $Y$ has measure zero.

The theory just sketched is that of Radon measures on compact spaces (see for instance Bourbaki [1], [2]). Radon measures on locally compact spaces are defined analogously (an example is that of Lebesgue measure on $\mathbf{R}^{n}$ ). Except when stated otherwise, measures which occur in this monograph are Radon measures.

## A.4.2 Abstract measure theory

It is possible to develop an "abstract" measure theory without assuming a topology on $\Omega$ (see for instance Halmos [1]). The fundamental object is then a measure space $(\Omega, \mathcal{Q}, \rho)$ where $\mathfrak{A}$ is a family of subsets of $\Omega$ (measurable sets) and the measure $\rho$ is a countable additive function $\mathfrak{C} \mapsto \mathbf{R}$. We assume $\rho \geqslant 0$ and $\rho(\Omega)<+\infty$. Isomorphisms of measure spaces are measure preserving maps defined and one-to-one up to sets of measure zero. One can show that the measure space defined by a positive Radon measure on a metrizable compact space is a Lebesgue space, i.e. isomorphic to the union of an interval of $\mathbf{R}$ with the Lebesgue measure, and a countable set (finite or infinite) such that each point has a measure or "mass" $>0$ (see Rohlin [1]). In particular if a probability measure $\rho$ on a compact metrizable space is non-atomic (i.e. $\rho\{x\}=0$ for each point $x$ ), it defines a measure space isomorphic to the unit interval $(0,1) \subset \mathbf{R}$ with the Lebesgue measure.

## A.4.3 Abstract dynamical systems

We call a quadruple $(\Omega, \mathcal{Q}, \rho, \tau)$ an abstract dynamical system when $(\Omega, \mathfrak{Q}, \rho)$ is a measure space and $\tau: \Omega \mapsto \Omega$ is an invertible map which preserves $\mathcal{Q}$ and $\rho$. We assume furthermore that $(\Omega, \mathbb{Q}, \rho)$ is isomorphic to the unit interval $(0,1) \subset \mathbf{R}$ with the Lebesgue measure.

An isomorphism of two abstract dynamical systems ( $\Omega, \mathfrak{Q}, \rho, \tau$ ) and $\left(\Omega^{\prime}, \mathfrak{Q}^{\prime}, \rho^{\prime}, \tau^{\prime}\right)$ is an isomorphism $f:(\Omega, \mathfrak{Q}, \rho) \mapsto\left(\Omega^{\prime}, \mathbb{Q}^{\prime}, \rho^{\prime}\right)$ of measure spaces, such that $f \circ \tau=\tau^{\prime} \circ f$.

The entropy, or Kolmogorov-Sinai invariant, of an abstract dynamical system is defined as in Section 6.4, replacing Borel partitions by measurable partitions. In particular this definition coincides with that of Section 6.4 for the abstract dynamical system defined by a homeomorphism of a metrizable compact space and an invariant probability measure. The entropy is a number $h \geqslant 0$ or $+\infty$; it depends only on the isomorphism class of the abstract dynamical system.

## A.4.4 Bernoulli shifts

Let $\mu$ be a probability measure on the finite set $\Omega_{0}$. The product measure $\rho=\mu^{\otimes \mathbf{Z}}$ on $\Omega=\left(\Omega_{0}\right)^{\mathbf{Z}}$ is invariant under the shift $\tau$ (see Chapter 5). We call the resulting abstract dynamical system (or any abstract dynamical system isomorphic to it) a Bernoulli shift. Notice that the entropy is

$$
h=-\sum_{\xi \in \Omega_{0}} \mu\{\xi\} \log \mu\{\xi\} .
$$

We assume that $h>0$.

## A.4.5 Partitions

For the definition of partitions and related definitions, see Section 6.3.
Let $(\Omega, \mathbb{Q}, \rho)$ be a measure space and $\varepsilon>0$. Let $\mathfrak{A}=\left(\mathfrak{A}_{i}\right)_{i \in I}$ and $\mathfrak{B}=$ $\left(\mathfrak{B}_{j}\right)_{j \in J}$ be finite measurable partitions. We say that $\mathfrak{A}$ is $\varepsilon$-independent of $\mathfrak{B}$ if there is $J^{\prime} \subset J$ such that $\sum_{j \in J^{\prime}}^{\prime} \rho\left(\mathfrak{B}_{j}\right) \leqslant \varepsilon$ and

$$
\sum_{i \in I}\left|\rho\left(\mathfrak{A}_{i} \cap \mathfrak{B}_{j}\right) / \rho\left(\mathfrak{B}_{j}\right)-\rho\left(\mathfrak{A}_{i}\right)\right|<\varepsilon
$$

if $j \notin J^{\prime}$. This relation is not symmetric, but it implies the symmetric relation

$$
\sum_{i \in I} \sum_{j \in J}\left|\rho\left(\mathfrak{A}_{i} \cap \mathfrak{B}_{j}\right)-\rho\left(\mathfrak{A}_{i}\right) \rho\left(\mathfrak{B}_{j}\right)\right|<3 \varepsilon,
$$

and is implied by

$$
\sum_{i \in I} \sum_{j \in J}\left|\rho\left(\mathfrak{A}_{i} \cap \mathfrak{B}_{j}\right)-\rho\left(\mathfrak{A}_{i}\right) \rho\left(\mathfrak{B}_{j}\right)\right|<\varepsilon^{2}
$$

The partition $\mathfrak{A}=\left(\mathfrak{A}_{i}\right)$ is called generating for the abstract dynamical system $(\Omega, \mathfrak{Q}, \rho, \tau)$ if the sets $\tau^{k} \mathfrak{A}_{i}(k \in \mathbf{Z}$ ) generate $\mathfrak{A}$ (by countable intersections and
unions, and up to sets of measure zero). We say that $\mathfrak{A}$ is a weak Bernoulli partition if, for each $\varepsilon>0$ there exists $n$ such that $\vee_{x \in[n, n+k]} \tau^{x} \mathfrak{A}$ is $\varepsilon$-independent of $\vee_{x \in[-k,-1]} \tau^{x} \mathfrak{A}$ for all $k>0$.

## A.4.6 Isomorphism theorems

Two Bernoulli shifts with the same entropy are isomorphic (theorem of Ornstein).

If an abstract dynamical system (with non-atomic Lebesgue measure space) has a weak Bernoulli partition which is generating, then this system is isomorphic to a Bernoulli shift (theorem of Friedman and Ornstein).

For more details on the isomorphism theorems, see Ornstein [1], Shields [1], Smorodinsky [1].

## Appendix A. 5

## Integral representations on convex compact sets

This summary follows Appendix A. 5 of Ruelle [3]. Proofs of the results will be found in Bourbaki [1] and a paper by Choquet and Meyer [1], referred to in what follows as [B] and [C-M]. See also Phelps [1], Lanford [1].

## A.5.1 Resultant of a measure

Let $V$ be a locally convex topological vector space and $K$ a convex compact subset of $V$. The dual $\mathcal{C}(K)^{*}$ of $\mathfrak{C}(K)$ consists of the real measures on $K$; we denote by $\mathfrak{M}_{+}$the convex cone of positive measures and by $9 \pi_{1}$ the set of positive measures of norm 1 on $K\left(\Re_{1}\right.$ is the set of probability measures on $K$ ). If $\rho \in K$, we denote by $\delta_{\rho} \in 9_{1}$ the unit mass (=Dirac measure) at $\rho$.

If $m \in \mathrm{Mr}_{1}$, there exists $\rho \in K$ such that, for all $f \in V^{*}$ (=dual of $V$ ),

$$
f(\rho)=\int f(\sigma) m(d \sigma)
$$

$\rho$ is called the resultant of $m$ ([B], p. 216, Corollaire). If $m \in 9 \pi_{1}$ has resultant $\rho$, then $m$ can be approximated vaguely (see Appendix A.4.1) by measures $m^{\prime} \in 9 \pi_{1}$ with resultant $\rho$ and finite support (i.e., $m^{\prime}=\sum_{i=1}^{n} \lambda_{i} \delta_{\rho_{i}}, \lambda_{i} \geqslant$ $0, \sum_{i=1}^{n} \lambda_{i}=1, \rho_{i} \in K, \sum_{i=1}^{n} \lambda_{i} \rho_{i}=\rho$; see [B], p. 217, Proposition 3). If $m \in \mathscr{N}_{1}$ has resultant $\rho$ and the function $f$ is affine upper semi-continuous on $K$, then $m(f)=f(\rho)([\mathrm{C}-\mathrm{M}]$, Lemme 10$)$.

A compact subset $S$ of $K$ is called a face of $K$ if supp $m \subset S$ whenever the resultant of the probability measure $m$ is in $S$.

## A.5.2 Maximal measures

Let $S \subset \mathcal{C}(K)$ be the convex cone of convex continuous functions on $K$. We introduce an order relation $\prec$ on $\mathfrak{N l}_{+}$by

$$
\left(m_{1} \prec m_{2}\right) \Leftrightarrow\left(\text { for all } f \in S: m_{1}(f) \leqslant m_{2}(f)\right)
$$

If $m_{1} \prec m_{2}$ and $f$ is an affine continuous function, then $m_{1}(f)=m_{2}(f)$; in particular $\left\|m_{1}\right\|=\left\|m_{2}\right\|$ and (if $m_{1} \in 9 \pi_{1}$ ) $m_{1}, m_{2}$ have the same resultant. If $m \in 9 \pi_{1}$ and $\rho \in K$,

$$
(m \text { has resultant } \rho) \Leftrightarrow\left(m \succ \delta_{\rho}\right) .
$$

We say that $m \in 9 \pi_{+}$is maximal if it is maximal for the order $\prec$. If $m \in 9 \pi_{+}$, there is a maximal measure $\succ m$ ([C-M], Théorème 3). In particular, if $\rho \in K$, there exists a maximal measure with resultant $\rho$.

## A.5.3 Uniqueness problem

Let us assume that $K$ is a basis of a convex cone $C$ with apex $O$ in $V$. This means that $K$ is the intersection of $C$ with a closed hyperplane $H \not \supset O$ of $V$ which meets all generating half-lines of $C$. This situation can always be arranged, replacing $V$ by $\mathbf{R} \times V$ and imbedding $K$ in $\mathbf{R} \times V$ as $\{1\} \times K$. The cone $C$ defines an order in $V$ (where $\xi_{1} \leqslant \xi_{2}$ means $\xi_{2}-\xi_{1} \in C$ ); if $C$ is a lattice for this order (see Appendix A.1.1), we say that $K$ is a simplex (Choquet). This definition does not depend on the choice of $C$.

The following conditions are equivalent ([C-M], Théorème 11):
(a) $K$ is a simplex.
(b) If $\rho \in K$, there is a unique maximal measure $m_{\rho} \succ \delta_{\rho}$
(i.e., every $\rho \in K$ is the resultant of a unique maximal measure $m_{\rho}$ ).

If $K$ is a simplex, the mapping $\rho \mapsto m_{\rho}$ is affine ([C-M], proof of Théorème 11).

## A.5.4 Maximal measures and extremal points

Let $\mathcal{E}(K)$ be the set of extremal points of $K$. If $m \in \mathfrak{\pi}_{+}$is carried by $\mathscr{E}(K)$ (i.e. if $\mathcal{E}(K)$ is $m$-measurable and $m(K \backslash \mathscr{E}(K))=0$ ), then $m$ is maximal ([C-M], Proposition 15). Conversely, if $K$ is metrizable and $m \in \mathfrak{M}_{+}$is maximal, then m is carried by $\mathscr{E}(K)$ ([C-M], Lemme 13).

Therefore if $K$ is metrizable and $m \in \Re_{+}$,

$$
(m \text { maximal }) \Leftrightarrow(m \text { carried by } \mathscr{E}(K)) .
$$

In particular every $\rho \in K$ is the resultant of a measure $m_{\rho}$ carried by $\mathscr{E}(K)$, and if $K$ is a simplex, $\rho \mapsto m_{\rho}$ is one-to-one from $K$ onto the probability measures on $K$ carried by $\mathscr{E}(K)$. In this case we may say that every $\rho \in K$ has a unique integral representation on $\mathcal{E}(K)$ by a measure $m_{\rho}$ such that $f(\rho)=m_{\rho}(f)$ for any affine continuous function $f$ on $K$.

## A.5.5 Simplexes of measures

Let $\Omega$ be a compact space. We put on the space $\mathcal{C}(\Omega)^{*}$ of real measures on $\Omega$ the vague topology (see Appendix A.4.1). The set $E=9 \pi_{1}(\Omega)$ of probability measures on $\Omega$ is then compact; $E$ is metrizable if $\Omega$ is.

Let $\mathcal{G}$ be a closed linear subspace of $\mathcal{E}(\Omega)^{*}$. If $\sigma \in \mathcal{G}$ implies $|\sigma| \in \mathcal{G}$, then $K=E \cap \mathcal{G}$ is a simplex. If $\rho, \rho^{\prime} \in E \cap \mathcal{G}$, then $\left\|\rho^{\prime}-\rho\right\|=\left\|m_{\rho^{\prime}}-m_{\rho}\right\|$. In particular if $\rho, \rho^{\prime}$ are distinct extremal points of $E \cap \mathcal{G}$, then $\left\|\rho^{\prime}-\rho\right\|=2$, i.e. $\rho$ and $\rho^{\prime}$ are disjoint measures. [Let $H=\{\sigma \in \mathscr{G}: \sigma(1)=1\}$ and $\mathcal{G}_{+}$be the convex cone of positive measures in $\mathcal{G}$. Since $E \cap \mathscr{G}=H \cap \mathcal{G}_{+}$, this set is a basis of $\mathcal{G}_{+}$. Let $\sigma_{1}, \sigma_{2} \in \mathcal{G}_{+}$; then $\sigma_{ \pm}=\frac{1}{2}\left(\sigma_{1}+\sigma_{2} \pm\left|\sigma_{1}-\sigma_{2}\right|\right)$, which are the sup and inf of $\sigma_{1}$ and $\sigma_{2}$ in $\mathcal{C}(\Omega)^{*}$, are in $\mathcal{G}$ by assumption, and hence in $\mathcal{G}_{+}$. Therefore $\sigma_{ \pm}$are the sup and inf of $\sigma_{1}, \sigma_{2}$ for the order defined by $\mathscr{G}_{+}: \mathscr{G}_{+}$is a simplicial cone and $E \cap \mathcal{G}$ is a simplex. Let now $\rho, \rho^{\prime} \in E \cap \mathcal{G}$. Define $\rho_{ \pm}=$ $\frac{1}{2}\left[\left|\rho^{\prime}-\rho\right| \pm\left(\rho^{\prime}-\rho\right)\right] \geqslant 0$ and let $m_{ \pm}=\left\|\rho_{ \pm}\right\| m_{\rho_{ \pm} /\left\|\rho_{ \pm}\right\|}$or 0 if $\left\|\rho_{ \pm}\right\|=0$. Then $m_{+}, m_{-}$are disjoint (because $\rho_{+}, \rho_{-}$are disjoint), and $m_{\rho^{\prime}}-m_{\rho}=m_{+}-m_{-}$ (because $\rho^{\prime}-\rho=\rho_{+}-\rho_{-}$and $\sigma \mapsto m_{\sigma}$ is affine). Thus

$$
\begin{aligned}
\left\|\rho^{\prime}-\rho\right\| & =\left\|\rho_{+}-\rho_{-}\right\|=\left\|\rho_{+}\right\|+\left\|\rho_{-}\right\|=\left\|m_{+}\right\|+\left\|m_{-}\right\| \\
& \left.=\left\|m_{+}-m_{-}\right\|=\left\|m_{\rho^{\prime}}-m_{\rho}\right\| .\right]
\end{aligned}
$$

## A.5.6 $\mathbf{Z}^{\nu}$-invariant measures

Let $\Omega$ be a compact space, $\tau$ a $\mathbf{Z}^{\nu}$-action by homeomorphisms on $\Omega$, and $I \subset \mathcal{C}(\Omega)^{*}$ the simplex of $\tau$-invariant probability measures on $\Omega$. The unique maximal measure $m_{\rho}$ on $I$ with resultant $\rho \in I$ is determined by

$$
m_{\rho}\left(\prod_{i=1}^{l} \hat{A}_{i}\right)=\lim _{\Lambda_{1}, \ldots, \Lambda_{l}, \infty} \rho\left(\prod_{i=1}^{l}\left(\left|\Lambda_{i}\right|^{-1} \sum_{x \in \Lambda_{i}} A_{i} \circ \tau^{x}\right)\right)
$$

where $\hat{A}: I \mapsto \mathbf{R}$ is defined by $\hat{A}(\sigma)=\sigma(A)$.
We say that $\rho \in I$ is ergodic if it is an extremal point of $I$; this is the case if and only if $m_{\rho}\left(\hat{A}^{2}\right)=\rho(A)^{2}$ for all $A \in \mathcal{C}$. The integral representation $\rho \mapsto m_{\rho}$ is called the ergodic decomposition. (See Ruelle [3], Chapter 6.)

## Appendix B

## Open problems

In this appendix some open problems - of rather different levels of difficulty and interest - have been collected.

## B. 1 Systems of conditional probabilities (Chapter 2)

How general is a system of conditional probabilities $\left(\mu_{(\Lambda) \xi_{L \backslash \Lambda}}\right)$ of the form $\left(\mu_{(\Lambda) \xi_{L \Lambda \Lambda}}^{\Phi}\right)$, where $\Phi$ is an interaction? (On this problem see in particular Sullivan [1].)

## B. 2 Theory of phase transitions (Chapter 3)

Show that in a suitable space of interactions the set of points of coexistence of $n+1$ phases is a manifold of codimension $n$. What are the incidence relations of the manifolds thus obtained? How do critical points arise? (For a "heuristic theory" see Ruelle [8].)

## B. 3 Abstract measure-theory viewpoint (Chapter 4)

In Remark 4.5 a Gibbs state is obtained from another one by multiplication by a continuous function and taking a certain vague limit. Is there an abstract measure-theory version of this? In particular, can one make use of the Bernoulli property of Theorem 5.10?

## B. 4 A theorem of Dobrushin (Chapter 5)

Can the theorem of Dobrushin [4] on the analyticity of the pressure for onedimensional systems be extended to mixing systems?

## B. 5 Definition of the pressure (Chapter 6)

If $\tau$ is expansive, the pressure can be defined by a limit for $a \rightarrow \infty$ (see end of Section 6.7). Could one use a limit for $\Lambda \nearrow \infty$ ? Notice that this was possible in the situation of Chapter 3 (Corollary 3.13).

## B. 6 Shub's entropy conjecture (Chapter 6)

Let $f$ be a diffeomorphism of a compact manifold and $f_{*}$ the corresponding linear operator on homology (with real coefficients). Is it true that the logarithm of the spectral norm of $f_{*}$ is $\leqslant$ the topological entropy of $f$ ? (On this wellknown conjecture see in particular Manning [2].)

## B. 7 The condition (SS3) (Chapter 7)

If (SS1) and (SS2) hold, can one find a metric such that (SS3) holds, and also

$$
d(f x, f y) \leqslant L d(x, y), \quad d\left(f^{-1} x, f^{-1} y\right) \leqslant L d(x, y)
$$

for some constant $L>0$ (see Equation (12))?

## B. 8 Gibbs states on Smale spaces (Chapter 7)

Are Gibbs states on a Smale space (see Section 7.18) necessarily equilibrium states?

## B. 9 Cohomological interpretation (Chapter 7)

Can one give a cohomological interpretation of Manning's formula (Proposition 7.22) and of the rational zeta function $\zeta(z)$ ? (On this problem see in particular Franks [1].)

## B. 10 Smale flows (Chapter 7 and Appendix C)

Can one give a version of the theory of Smale spaces for flows? (On this problem see in particular Bowen [4].) See also the questions in Appendix C.4.

## Appendix C

Flows

A flow on a set $\boldsymbol{\Omega}$ is a family $\left(\boldsymbol{\tau}^{t}\right)_{t \in \mathbf{R}}$ of maps $\boldsymbol{\tau}^{t}: \boldsymbol{\Omega} \mapsto \boldsymbol{\Omega}$ such that $\boldsymbol{\tau}^{t+t^{\prime}}=$ $\boldsymbol{\tau}^{t} \circ \boldsymbol{\tau}^{t^{\prime}}$ and $\boldsymbol{\tau}^{0}$ is the identity. The replacement of $\mathbf{Z}$ by $\mathbf{R}$ in the thermodynamic formalism can be done in several inequivalent ways. Here we shall not consider the usual statistical mechanics of continuous one-dimensional classical systems (see Ruelle [3]), but describe the formalism appropriate to the study of flows on differentiable manifolds.

## C. 1 Thermodynamic formalism on a metrizable compact set

Let $\Omega$ be compact metrizable and $\left(\boldsymbol{\tau}^{t}\right)$ a continuous flow, i.e., $(x, t) \mapsto \boldsymbol{\tau}^{t} x$ is continuous. The set $\boldsymbol{I}$ of $\boldsymbol{\tau}$-invariant probability measures on $\boldsymbol{\Omega}$ is convex and compact for the vague topology. If $\sigma \in I$, then

$$
h_{\boldsymbol{\tau}^{t}}(\boldsymbol{\sigma})=|t| h_{\boldsymbol{\tau}}(\boldsymbol{\sigma})
$$

where $h_{\tau}(\boldsymbol{\sigma})$ is called the (mean) entropy of $\boldsymbol{\sigma}$ with respect to the flow $\left(\boldsymbol{\tau}^{t}\right)$ (see Abramov [1]).

Let $d$ be a metric on $\Omega$ compatible with the topology. Given $\varepsilon>0, T>0$, we say that a subset $S$ of $\Omega$ is $(T, \varepsilon)$-separated if $x, y \in S$ and $x \neq y$ imply

$$
d\left(\boldsymbol{\tau}^{t} x, \boldsymbol{\tau}^{t} y\right)>\varepsilon \quad \text { for some } \quad t \in[0, T]
$$

Then, if $A \in \mathcal{C}(\boldsymbol{\Omega})$, we define

$$
\begin{aligned}
Z_{T}(A, \varepsilon) & =\sup \left\{\sum_{x \in S} \exp \int_{0}^{T} A\left(\tau^{t} x\right) d t: S \text { is }(T, \varepsilon) \text {-separated }\right\} \\
P(A) & =P_{\tau}(A)=\lim _{\varepsilon \rightarrow 0} \limsup _{T \rightarrow \infty} \frac{1}{T} \log Z_{T}(A, \varepsilon)
\end{aligned}
$$

The definition of $P(A)$ is independent of the choice of the metric on $\Omega$. If $A^{1}(x)=\int_{0}^{1} A\left(\boldsymbol{\tau}^{t} x\right) d t$, one has $P(A)=P_{\tau^{1}}\left(A^{1}\right)$. The pressure $P$ satisfies the variational principle

$$
P_{\tau}(A)=\sup _{\boldsymbol{\sigma} \in \mathbf{I}}\left[h_{\tau}(\boldsymbol{\sigma})+\boldsymbol{\sigma}(A)\right]
$$

(see Bowen and Ruelle [1]). The measures $\boldsymbol{\sigma}$ making $h_{\tau}(\boldsymbol{\sigma})+\boldsymbol{\sigma}(A)$ maximum are called equilibrium states for $A$.

## C. 2 Special flows

Let $\Omega$ be a compact metrizable space, $\tau: \Omega \mapsto \Omega$ a homeomorphism, and $\psi: \Omega \mapsto \mathbf{R}$ a strictly positive continuous function. In the set

$$
U=\{(\xi, u) \in \Omega \times \mathbf{R}: 0 \leqslant u \leqslant \psi(\xi)\}
$$

we identify $(\xi, \psi(\xi))$ and $(\boldsymbol{\tau} \xi, 0)$, obtaining a compact metrizable space $\boldsymbol{\Omega}$. A continuous flow ( $\boldsymbol{\tau}^{t}$ ) on $\Omega$ exists such that

$$
\tau^{t}(\xi, u)=(\xi, u+t) \quad \text { if } \quad 0 \leqslant u+t \leqslant \psi(\xi)
$$

Let $\sigma$ belong to the set $I$ of $\boldsymbol{\tau}$-invariant probability measures on $\Omega$. If $m$ denotes the Lebesgue on $\mathbf{R}$, then $\sigma \times m /(\sigma \times m)(U)$ defines a measure $\boldsymbol{\sigma} \in \boldsymbol{I}$ on $\boldsymbol{\Omega}$. The map $\sigma \rightarrow \boldsymbol{\sigma}$ is a bijection $I \rightarrow \boldsymbol{I}$, and

$$
h_{\tau}(\sigma)=\frac{h_{\tau}(\sigma)}{\sigma(\psi)}
$$

by a theorem of Abramov [1].

## C. 3 Special flow over a Smale space

With the above notation, let $\Omega$ be a Smale space, $\tau$ topologically mixing, and $\psi \in \mathfrak{C}^{\alpha}(\Omega)$. Given $A \in \mathfrak{C}(\boldsymbol{\Omega})$, let $\varphi(\xi)=\int_{0}^{\psi(\xi)} A(\xi, u) d u$ and assume that $\varphi \in \mathfrak{C}^{\alpha}(\Omega)$. There is a unique equilibrium state $\sigma$ on $\boldsymbol{\Omega}$ for $A ; \sigma$ corresponds to $\sigma \in I$, where $\sigma$ is the unique equilibrium state for $\varphi-P(A) \cdot \psi$ on $\Omega$ (Bowen and Ruelle [1]). If $\left(\boldsymbol{\tau}^{t}\right)$ is topologically mixing, then $\left(\boldsymbol{\sigma},\left(\boldsymbol{\tau}^{t}\right)\right)$ is a Bernoulli flow (Bunimovič [1], Ratner [2]).

Define

$$
\zeta_{A}(s)=\prod_{\gamma}\left[1-\exp \int_{0}^{\lambda(\gamma)}\left(A\left(\tau^{t} x_{\gamma}\right)-s\right) d t\right]^{-1}
$$

where the product extends over the periodic orbits $\gamma$ of the flow, $\lambda(\gamma)$ is the prime period of $\gamma$, and $x_{\gamma}$ is a point of $\gamma$. This zeta function can be rewritten

$$
\zeta_{A}(s)=\exp \sum_{m=1}^{\infty} \frac{1}{m} \sum_{\xi \in \mathrm{Fix} \boldsymbol{\tau}^{m}} \exp \sum_{k=0}^{m-1}\left[\varphi\left(\boldsymbol{\tau}^{k} \xi\right)-s \psi\left(\boldsymbol{\tau}^{k} \xi\right)\right]
$$

$\zeta_{A}$ is an analytic function of $s$ for $\operatorname{Re} s>P(A)$, with a simple pole at $P(A)$ (Ruelle [6]).

## C. 4 Problems

Assume that $\left(\boldsymbol{\tau}^{t}\right)$ is topologically mixing.
(a) Let $B_{1}, B_{2} \in C^{\alpha}(U)$ and $\operatorname{supp} B_{1}, B_{2} \subset\{(\xi, u): 0<u<\psi(\xi)\}$. Does $\boldsymbol{\sigma}\left(B_{1} \cdot\left(B_{2} \circ \boldsymbol{\tau}^{t}\right)\right)-\boldsymbol{\sigma}\left(B_{1}\right) \boldsymbol{\sigma}\left(B_{2}\right)$ tend to 0 exponentially fast when $|t| \rightarrow$ $\infty$ ?
(b) Is there $r>0$ such that $\zeta_{A}$ is meromorphic for Res $>P(A)-r$ with only one pole at $P(A)$ ?

## Appendix D

## Update of open problems

Since the present monograph was first published, certain topics discussed in it have received a lot of attention. A good source of information on this recent work is provided by:
W. Parry and M. Pollicott. Zeta functions and the Periodic Orbit Structure of Hyperbolic Dynamics. Astérisque 187-188, Soc. Math. de France, Paris, 1990, pp. 1-268.

Here we only indicate some references relevant to the list of open problems of Appendix B.
B. 2 There are partially negative results:
H. A. M. Daniëls and A. C. D. van Enter. "Differentiability properties of the pressure in lattice systems," Commun. Math. Phys. 71, 65-76 (1980).
A. C. D. van Enter. "Stability properties of phase diagrams in lattice systems." Thesis, Groningen, 1981.
B. 6 Shub's conjecture has been proved for $\mathrm{C}^{\infty}$ diffeomorphisms:
Y. Yomdin. "Volume growth and entropy," Israel J. Math. 57, 301-317 (1987).
B. 7 This problem has a positive answer; Fried has shown that there is a metric $d$ such that (SS 3) holds and $\mathrm{f}, \mathrm{f}^{-1}$ are Lipschitz. In particular the function C of Corollary 7.10 (c) is Hölder continuous.
D. Fried. "Métriques naturelles sur les espaces de Smale." C. R. Acad. Sc. Paris 297, Sér. I, 77-79 (1983).

Incidentally, let us mention the following reference on the theory of expanding maps:
E. M. Coven and W. L. Reddy. "Positively expansive maps of compact manifolds," in Global Theory of Dynamical Systems. Lecture Notes in Math. no. 819, pp. 96-110. Springer, Berlin, 1980.
B. 8 This problem has a positive answer:
N. T. A. Haydn. "On Gibbs and equilibrium states," Ergod. Th. and Dynam. Syst. 7, 119-132 (1987).

B10 For this problem see:
M. Pollicott. "Symbolic dynamics for Smale flows," Amer. J. Math. 109, 183200 (1987).

Problems C. 4 (a) and (b) have a negative answer:
D. Ruelle. "Flots qui ne mélangent pas exponentiellement," C. R. Acad. Sc. Paris 296, Sér. I, 191-193 (1983).

It has, however, been shown by Parry and Pollicott that $\zeta_{0}$ is holomorphic in a neighborhood of the line $\operatorname{Re} s=P(0)$, except for the pole at $\mathrm{P}(0)$. This implies an analogue of the prime number theorem for periodic orbits of an Axiom A flow:
W. Parry and M. Pollicott. "An analogue of the prime number theorem for the closed orbits of Axiom A flows," Ann. Math. 118, 573-591 (1983).
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abstract, 154
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Shub's entropy conjecture, 161
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Spectral decomposition, 124
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strong, 42
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Theorem
Abramov, 163
Bishop-Phelps, 152
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Dobrushin, 160
Friedman-Ornstein, 156
Hahn-Banach, 150
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Krein-Milman, 151
Lanford-Robinson, 152
Markov-Kakutani, 151
Mazur, 152
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Ornstein, 156
Parry, 133
Perron-Frobenius, 144
separation, 151
Thermal equilibrium, 4
Thermodynamic formalism, 3
Transfer matrix, 80
Transition matrix, 125
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invariance, 33
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Undecidability, 65
Upper semi-continuity, 147
Vague topology, 153
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Wandering point, 148
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[^0]:    * See for instance Velo and Wightman [1].

[^1]:    $\dagger$ At a more phenomenological level, a good deal is known about phase transitions and much attention has been devoted to critical points and "critical phenomena"; the latter remain however for the moment inaccessible to rigorous investigations.

[^2]:    * We follow in part the Séminaire Bourbaki, exposé 480.
    $\dagger$ We write $\sigma(U)=\sum_{\xi} \sigma\{\xi\} U(\xi)$ or more generally $\sigma(U)=\int U(\xi) \sigma(d \xi)$.

[^3]:    * Of course references to the literature are indicated as needed.

[^4]:    * For modern introductions to ergodic theory and topological dynamics, see Walters [2]: Denker, Grillenberger, and Sigmund [1].

[^5]:    * Given $\Lambda$ one can choose $M$ finite such that $\alpha_{\Lambda M} \Omega_{M}=\alpha_{\Lambda} \Omega$. Then $\left|\rho\left(A \circ \alpha_{\Lambda}\right)\right|=\left|\rho_{\Lambda}(A)\right|=$ $\left|\rho_{M}\left(A \circ \alpha_{\Lambda M}\right)\right| \leqslant 1\left\|A \circ \alpha_{\Lambda M}\right\|=\left\|A \circ \alpha_{\Lambda}\right\|$.

[^6]:    * This is because they do not permit the definition of the pressure $P$ when there is invariance under translations (see Chapters 3, 4).

[^7]:    * See the reduction to transitive and mixing systems in Theorems 5.2, 5.3. Another example is the use of "contours" to study the Ising model in zero magnetic field.

[^8]:    * Cf. the hierarchial model of Dyson [1].

[^9]:    ${ }^{*}[(|X|+1) / 2]$ is the integer part of $(|X|+1) / 2$.

[^10]:    * In general, see Ruelle [3] for further details and references.

[^11]:    * See Appendix A.2.
    ${ }^{\dagger}$ See Appendix A.2.

[^12]:    * Using the isomorphism $\mathbf{Z} \mapsto N \mathbf{Z}$, we consider the $\mathbf{Z}$-lattice system $\left(\Omega_{0}^{(\beta)}, t^{(\beta)}\right)$ as a $N \mathbf{Z}$-lattice system.

[^13]:    * The definition of equivalence classes and order in this context is standard in the theory of Markov chains. See for instance Chung [1], I, Section 3.

[^14]:    * One can prove that there is a unique equilibrium state for $A$ under slightly less restrictive conditions than $A=A_{\Phi}$ with $\Phi \in \mathscr{B}_{1}$. See section 7.14.

[^15]:    * See Gallavotti [1], Ledrappier [1].

[^16]:    * Cf. Section 5.11. The various Banach spaces used here are defined in Sections 5.18 and 5.19.

[^17]:    * This theorem was announced in Ruelle [6]; see also Exercise 7.

[^18]:    * In Section 3.21 we followed Israel [1], who proves the existence of interactions with several Gibbs states without explicitly constructing them. Simple examples were known earlier from Dyson [1]. Other examples are obtained in a model due to Fisher [1] and sketched in Exercise 8.
    ${ }^{\dagger}$ See for instance Gantmaher [1].

[^19]:    * See Appendix A.3.2 and A.3.4.

[^20]:    * Other possible definitions would be to take $S \subset \boldsymbol{\pi}^{-1} \boldsymbol{\xi}$ maximal $(\Lambda, \varepsilon)$-separated in $Z^{(2)}$ (instead of sup) and $S \subset \boldsymbol{\pi}^{-1} \xi$ in $Z^{(3)}$ (instead of $S \subset \boldsymbol{\Omega}$ ).
    ${ }^{\dagger}$ Ledrappier and Walters [1].

[^21]:    ${ }^{*} S$ is a finite interval $[k, l]$ (see Section 5.17 ) or $[k,+\infty)$, or $(-\infty, l]$, or $\mathbf{Z}$.

[^22]:    * See Appendix A. 2 for the definition of topological + transitivity, transitivity, and mixing.

[^23]:    * See Ratner [1]; this result can be improved and generalized following Exercise 9 of Chapter 5.

[^24]:    * If $f$ is not onto, replace $\boldsymbol{\Omega}$ by $\cap_{n \geqslant 0} f^{n} \boldsymbol{\Omega}$.

[^25]:    * Markov partitions for expanding maps can also be obtained directly by a simplification of the construction of Markov partitions for Smale spaces; cf. Bowen [1].

[^26]:    * This result, due to Rosenberg, was communicated to me by R. Bowen.

[^27]:    * Note that our use of the symbols $\vee, \wedge$ for covers (Section 6.3) does not quite conform to these definitions.

