Definable Ellipsoid Method, Sums-of-Squares
Proofs, and the Graph Isomorphism Problem

Albert Atserias
Universitat Politecnica de Catalunya
Barcelona, Catalonia, Spain

Joanna Fijalkow
University of Bordeaux, CNRS, Bordeaux INP, LaBRI, UMR 5800
F-33400 Talence, France, and
Institute of Informatics, University of Warsaw
Warsaw, Poland

Abstract

The ellipsoid method is an algorithm that solves the (weak) feasibility and linear
optimization problems for convex sets by making oracle calls to their (weak) separation
problem. We observe that the previously known method for showing that this reduc-
tion can be done in fixed-point logic with counting (FPC) for linear and semidefinite
programs applies to any family of explicitly-bounded convex sets. We further show that
the exact feasibility problem for semidefinite programs is expressible in the infinitary
version of FPC. As a corollary we get that, for the graph isomorphism problem, the
Lasserre/Sums-of-Squares semidefinite programming hierarchy of relaxations collapses
to the Sherali-Adams linear programming hierarchy, up to a small loss in the degree.

1 Introduction

Besides being the first algorithm to be discovered that could solve linear programs (LPs) in
polynomial time, the ellipsoid method has at least two other features that make it an impor-
tant tool for the computer science theoretician. The first is that it is able to handle implicit
LPs given by exponentially many, or even infinitely many, linear inequalities. These include
some of the most fundamental problems of combinatorial optimization and mathematical
programming, such as the weighted matching problem on general graphs, the submodular
function minimization problem, or approximately solving semidefinite programs. The second
important feature of the ellipsoid method is that, for LPs, its running time is polynomial in
the bit length of its input and is provably robust against issues of numerical instability (see,

e.g., [16]).



There is a third emerging feature of the ellipsoid method that is of particular significance
for the logician and the descriptive complexity theorist. The starting point is the important
breakthrough result of Anderson, Dawar and Holm [2] who developed a method called folding
to deal with symmetries in an LP. They used this method to show that, for the special
case of LPs, the ellipsoid method can be implemented in fixed-point logic with counting
(FPC), and hence in polynomial time, but choicelessly, i.e., in a way that the symmetries
of the input are respected all along the computation, and in the output. As the main
application of their result, they proved that the class of graphs that have a perfect matching
could be defined in FPC, thus solving one of the open problems raised by Blass, Gurevich
and Shelah in their work on Choiceless Polynomial Time [9]. The method of folding was
extended further by Dawar and Wang to deal with explicitly-bounded and full-dimensional
semidefinite programs (SDPs) [11].

Our first contribution is the observation that the method of folding can be used to
capture the power of the ellipsoid method in its full strength. We observe that the fully
general polynomial-time reduction that solves the weak feasibility problem given a weak
separation oracle for an explicitly-bounded convex set can be implemented, choicelessly, in
FPC. As in the earlier works that employed the folding method, our implementation uses
the reduction algorithm as described in [16] as a black-box. The black-box is made into a
choiceless procedure through a sequence of runs of the algorithm along a refining sequence
of suitable quotients of the given convex set. It should be pointed out that while all the
main ideas for doing this were already implicit in the earlier works by Anderson, Dawar and
Holm, and by Dawar and Wang, working out the details requires a certain degree of care.
For example, when we started this work it was not clear whether the earlier methods would
be able to deal with separation oracles for families of convex sets that are not closed under
the folding-quotient operations. We observe that such closure conditions, which happen to
hold for LPs and SDPs, are not required. The details of this can be found in Section 3.

Aided by this new understanding, we develop three applications of folding.

1.1 The SDP exact feasibility problem

The first application concerns the semidefinite programming exact feasibility problem. A
semidefinite set, also known as a spectrahedron, is a subset of Euclidean space that is defined
as the intersection of the cone of positive semidefinite matrices with an affine subspace. Thus,
semidefinite sets are the feasible regions of SDPs. The SDP exact feasibility problem asks, for
an SDP given as input, whether its feasible region is non-empty. While the approximate and
explicitly-bounded version of this problem is solvable in polynomial-time by the ellipsoid
method, the computational complexity of exact feasibility is a well-known open problem
in mathematical programming: it is decidable in polynomial space, by reduction to the
existential theory of the reals, but its precise position in the complexity hierarchy is unknown.
It has been shown that the problem is at least as hard as PosSLP, the positivity problem
for integers represented as arithmetic circuits [30], and hence at least as hard as the famous
square-root sum problem, but the exact complexity of these two problems is also largely
unknown (see [1]).



Our result on the SDP exact feasibility problem is that, when its input is represented
suitably as a finite structure, it is definable in the logic C¥ . i.e., bounded-variable infinitary
logic with counting (see Section 2 for definitions and references for all logics appearing in
this paper). In more recent terminology, we say that the SDP exact feasibility problem has
bounded counting width: there is a fixed bound k so that the set of YES (and NO) instances
of the problem is closed under indistinguishability by formulas of k-variable counting logic.
Let us briefly discuss the new idea that goes into proving this.

First we show that the FPC-definability of the ellipsoid method can be combined with
the techniques in [11] to give an FPC-formula ¢ that solves the weak feasibility problem
for explicitly-bounded SDPs. This deviates from the result in [11] in that it removes one
of their two assumptions: the full-dimensionality requirement is now dropped. Then we
show how to reduce the exact feasibility problem for arbitrary SDPs to the weak feasibility
problem for explicitly-bounded SDPs, and do so in bounded-variable infinitary logic. What
drives this reduction is the observation that an arbitrary SDP is feasible if, and only if, there
exists a large radius R>0 such that, for every small tolerance >0, an e-perturbation of the
constraints of the original SDP restricted to solutions of magnitude at most R is non-empty.
Verifying this last condition when an (R, ¢)-pair is given in the input can be done in FPC
through the formula ¢: indeed, the resulting SDP is explicitly-bounded thanks to R, and
it is enough to decide its weak feasibility thanks to e. Hence, the reduction boils down
to handling the 3R>0 Ve>0 quantification in bounded-variable infinitary logic. To achieve
this, the key observation is that the part of the input that corresponds to an (R, €)-pair is
independent of the original SDP. This allows us to construct a Booleanized version ¢ . of the
FPC-formula ¢ that works only for the fixed (R, €)-pair. Finally, by replacing the IR>0 Ve>0
quantification by an infinite disjunction and conjunction, respectively, we obtain the C¥_,
formula \/ 5.y Ao @re. We analyze the exact form of ¢ and show that it allows for the
operation of fixing R and € while retaining the same number of variables. This is the subject
of Section 4.

1.2 The SOS proof-existence problem

A Sums-of-Squares (SOS) proof that an n-variable polynomial inequality py > 0 holds
on a set defined by the polynomial constraints p; > 0,...,p, > 0 is an identity of the
form Z;n:l pjs; + So = po, where each polynomial s; is a sum of squares of polynomials.
The sums-of-squares methodology for solving polynomial optimization problems advocated
by Lasserre [20] and Parrilo [26] motivates the question of computing such proofs, when they
exist. It is well-known that, in many settings, including in the case of polynomial inequalities
over Boolean variables, the search-space of SOS proofs with polynomials bounded by degree d
can be formulated as the feasible region of an SDP with m - n°@ variables and constraints,
and small coefficients. This leads to a computational approach to finding low-degree SOS
proofs by reduction to the SDP exact feasibility problem. It should be noted that a naive
application of this method does not in general yield algorithms that are polynomial in n
and m even for d = O(1) due to results in [22] proving that SOS proofs suffer from blow-up
phenomena in the coefficients of their polynomials. Remarkably, it was later shown in [27]



that in certain special cases of the problem the blow-up phenomena do not appear.

We recall the SDP that describes the search-space of low-degree SOS proofs and note that
its representation as a finite relational structure is computable in the logic FPC from a natural
representation of the input polynomials pg, p1, ..., pn. Together with the definability of the
SDP exact feasibility problem, this implies that the SOS proof system over Boolean variables
is weakly degree-automatable in the logic C¥  in the following sense: there is a constant c
such that, for each degree d, there is a formula ¢4 of the logic C¢  that tells whether a
given polynomial inequality py > 0 has a degree-d SOS proof from a given system p; >
0,...,pm = 0 of polynomial constraints over Boolean variables. The qualification weakly
in degree-automatable distinguishes the problem from its search version in which an actual
degree-d proof is sought. For refutations, where pg is the constant —1 polynomial, we note
that the proof-existence problem can also be reduced, in FPC, to the weak feasibility problem
for arbitrary SDPs (not necessarily explicitly-bounded). While less demanding, this weaker
form of the problem is not known to be solvable in polynomial time, let alone FPC definable.
All this can be found in Section 5.

While interesting in its own right for its potential applications to proof complexity lower
bounds along the lines of [14], we think of the weak degree-automatability result for SOS
proofs as the required tool to develop the third and main application.

1.3 Hierarchies for the graph isomorphism problem

A variety of mathematical programming relaxations of the graph isomorphism problem have
been proposed in the literature: the fractional isomorphism relaxation of Tinhofer [31], its
strengthening via the Sherali-Adams hierarchy of LP relaxations [3, 21], its further strength-
ening via the Lasserre hierarchy of SDP relaxations [24], its relaxation via Groebner basis
computations [8], and a few others. While it is known that no fixed level of any of these
hierarchies of LP, SDP or Groebner-based relaxations solves the graph isomorphism prob-
lem [3, 21, 24, 8], their relative strength was not fully understood before our work. Since SDP
is a proper generalization of LP, one may be tempted to guess that the Lasserre SDP hier-
archy could perhaps distinguish more graphs than its Sherali-Adams LP sibling. Our main
contribution is to prove that this is not the case: for the graph isomorphism problem, the
strength of the Lasserre hierarchy collapses to that of the Sherali-Adams hierarchy.
Concretely, we prove in Section 6 that there exists a constant ¢ such that if two graphs
are distinguishable at level d of the Lasserre hierarchy, then they are also distinguishable
at level cd of the Sherali-Adams hierarchy. The constant ¢ loss comes from the number of
variables that are needed to express the SDP exact feasibility problem in bounded-variable
infinitary logic with counting. This collapse may sound surprising because it implies that, for
distinguishing graphs, the spectral methods that underlie the Lasserre hierarchy are already
available in low levels of the Sherali-Adams hierarchy. However, it agrees nicely with the
fact that indistinguishability by 3-variable counting logic captures graph spectra [10] and the
correspondence between k-variable counting logic and level k of the Sherali-Adams hierarchy
from [3]. It also aligns well with the results in [23] where it is shown that certain spectral
methods for approximating the number of constraints that can be satisfied in a constraint
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satisfaction problem can be implemented directly in the Sherali-Adams hierarchy.

To get the collapse result we consider the standard 0-1 quadratic programming formu-
lation P(G, H) of the graph isomorphism problem for graphs G and H on disjoint sets of
vertices. Assuming that the level-d Lasserre relaxation of P(G, H) distinguishes G and H,
our new insights on the expressibility of the SDP exact feasibility problem imply that G
and H can be distinguished by a C% -sentence, where ¢ is a constant independent of d.
Hence, by the main result in [3] relating the levels of the Sherali-Adams hierarchy with
indistinguishability in bounded-variable counting logic, the graphs G and H can be distin-
guished by level-cd Sherali-Adams relaxation, thus proving the collapse. It should be noted
that, remarkably, this holds for any two graphs and any d, even if d = d(n) is an arbitrary
function of the number n of vertices of G and H. The details of this can be found in Section 6.

When stated in the language of proofs, the collapse has another interesting consequence.
By combining the results in [3] and [8], it was already known that if there is a degree-d
Sherali-Adams (SA) proof that G and H are not isomorphic, then there is also a degree-d
monomial Polynomial Calculus (mon-PC) proof over the reals, hence also a degree-d Poly-
nomial Calculus (PC) proof over the reals, which implies that there is a degree-2d SOS proof
by [7]. Thus, for the graph isomorphism problem, our collapse result completes a full cycle
of simulations SOS; — SA.; — mon-PC.; — PC.; — SOSs.4 to show that all these proof
systems are equally powerful up to a 2c-factor loss in the degree. It also confirms the belief
expressed in [8] that the gap between PC and monomial PC is not large (a result obtained
independently in [14]).

It is remarkable that we proved these statements about the relative strength of proof
systems and hierarchies through an excursion into the descriptive complexity of the ellipsoid
method, the SDP exact feasibility problem, and bounded-variable infinitary logics. However,
it should be noted that our proof is indirect as it relies on the correspondence between k-
variable counting logic and the k-th level Sherali-Adams hierarchy from [3]. The question
whether the collapses can be shown to hold directly by strengthening LP-solutions to SDP-
ones for the primals, or by relaxing SDP-solutions to LP-ones for the duals, remains an
interesting one.

2 Preliminaries

We use [n] to denote the set {1,...,n}.

Vectors and matrices If ] is a non-empty index set, then an I-vector is an element of RY.
The components of u € R are written u(i) or u;, for i € I. We identify R™ with R, For I-
vectors u and v, the inner product of uw and v is (u,v) = Y., u;v;. We write ||ull; = .o, |l
for the Li-norm, ||ul|s = v/{u,u) for the Ly-norm, and ||u||o = max{|u;| : i € I} for the L.
norm. For K C R! and § > 0, we define the §-ball around K by S(K,§) := {z € R :
|z —ylla < 6 for somey € K}. For K = {z}, we set S(x,0) := S({z},9). We define
also S(K,—6) := {x € Rl : S(x,6) C K}. When we refer to the volume of a subset K
of Euclidean space R, we assume that K is Lebesgue measurable and that the volume is



defined as its Lebesgue measure (see, e.g., [28]). In particular, the volume of a 1-ball in the
n-dimensional real vector space is V,, = 7/2/T'(n/2 + 1), where T is the gamma function,
i.e., the standard continuous extension of the factorial function.

If I and J are two non-empty index sets, then an I x J-matrix is simply an I x J-vector;
i.e., an element of R?*7. Accordingly, the components of X € R™*’ are written X (i, j),
or X;;, or X;;. The Li-, Ly- and Lo,-norms of a matrix X € R’*7 are defined as the respec-
tive norms of X seen as an I x J-vector, and the inner product of the matrices X,Y € R/*/
is (X,Y) = > icr D0 es XiYij. Matrix product is written by concatenation. A square ma-
trix X € R/ is positive definite, denoted X = 0, if it is symmetric and satisfies 27 Xz > 0,
for every non-zero z € R!. If it is symmetric but satisfies the weaker condition that 27 Xz > 0,
for every z € R, then it is positive semidefinite, which we denote by X = 0. Equivalently, X
is positive semidefinite if and only if X = YTY for some matrix Y € R7*! if and only if all
its eigenvalues are non-negative. By I we denote the square identity matrix of appropriate
dimensions, i.e., I;; = 1if i = j and I;; = 0 if 7 # j. By J we denote the square all-ones
matrix of appropriate dimensions, i.e., J;; = 1 for all ¢ and j. For I and J we omit the
reference to the index set in the notation (particularly so if the index set is called I or J, for
obvious reasons).

Vocabularies, structures and logics A many-sorted (relational) vocabulary L is a set
of sort symbols Dy, ..., Dy together with a set of relation symbols Ry, ..., R,,. Each relation
symbol R in the list has an associated type of the form D; x---x D, , where r > 0 is the arity
of the symbol, and iy, ..., 7, € [s] are not necessarily distinct. A structure A of vocabulary L,
or an L-structure, is given by s disjoint sets Dy, ..., D, called domains, one for each sort
symbol D; € L, and one relation R C D, x --- x D, for each relation symbol R € L of
type D;, x---xD; . Weuse D(A) or D to denote the domain associated to the sort symbol D,
and R(A) or R to denote the relation associated to the relation symbol R. In practice, the
overloading of the notation should never be an issue. The domain of a sort symbol is also
called a sort. If A is an L-structure and L’ is a many-sorted vocabulary obtained from L by
removing some sort and relation symbols, then an L’-reduct of A, denoted L'(A), is the L'-
structure obtained from A by omitting the domains and relations associated to the sort and
relation symbols which are not present in L'.

A logic for a many-sorted vocabulary L has an underlying set of individual variables
for each different sort in L. When interpreted on an L-structure, the variables are sup-
posed to range over the domain of its sort; i.e., the variables are typed. Besides the equal-
ities © = y between variables of the same type, the atomic L-formulas are the formulas of
the form R(zy,...,z,), where R is a relation symbol of arity r and zy,...,z, are variables
of types that match the type of R. The formulas of first-order logic over L are built from
the atomic formulas by negations, disjunctions, conjunctions, and existential and univer-
sal quantification of individual variables. For detailed background on first-order logic see,
e.g., [13].

The syntax of First-Order Logic with Counting FOC is defined by adjoining one more
sort N to the underlying vocabulary, adding one binary relation symbol < of type N x N and



two ternary relation symbols 4+ and x of types N x N x N, as well as extending the syntax
to allow quantification of the form 32¥x (i), where ¢ is a formula, z is a variable of any type
and y is a variable of type N. In the semantics of FOC, each L-structure A is expanded
to an L U {N, <, +, x }-structure with N(A) = {0,...,n}, where n = max{|D;(A)| : i =
1,...,s},and <, +, and X are interpreted by the standard arithmetic relations on {0, ..., n}.
The meaning of 3=Yz(y), for a concrete assignment y — i € {0,...,n}, is that there exist
at least ¢ many witnesses a for the variable z within its sort such that the assignment = — a
satisfies the formula ¢. Numbers up to n®, where ¢ > 1 is an integer, are represented
by c-tuples of numbers in {0,...,n — 1}. The arithmetic relations on such numbers, and
the quantifiers counting up to such numbers, are both definable in FPC, the logic that we
introduce next.

The syntax of Fixed-Point Logic with Counting FPC extends the syntax of FOC by
allowing the formation of inflationary fized-point formulas ifp, y¢(x, X). On a structure A
of the appropriate vocabulary, such formulas are interpreted as defining the least fixed-point
of the monotone operator A — AU{a € D;, x---xD; : A = p(a, A)}, where D;, X ---x D;,
is the type of the relation symbol X in ¢(z, X).

The syntax of Infinitary Logic with Counting C__, extends the syntax of first-order logic
by allowing quantifiers of the form 3=z () which say that there are at least ¢ many witnesses
for the variable x, where i is a (concrete) natural number, as well as infinite disjunctions and
conjunctions; i.e., formulas of the form \/,.; ¢; and \,; #; where I is a possibly infinite index
set, and {¢; : i € I} is an indexed set of formulas. The fragment of C_, with k variables,
denoted C¥__, is the set of formulas that use at most k variables of any type. In the formulas
of C*_ the variables can be reused and hence there is no finite bound on the quantification
depth of the formulas. We write C%  for the union of the C%_ over all natural numbers k.
It is well-known that for every natural number k, every many-sorted vocabulary L, and
every L-formula ¢ of FPC that uses k variables, there exists an L-formula ¢ of C?*  such
that ¢ and ¥ define the same relations over all finite L-structures. While all the published
proofs that we are aware of give the statement for single-sorted vocabularies, it is clear that
the case of many-sorted vocabularies is analogous. For the proof and more on FPC and C¥_,
we refer to [25].

Interpretations and reductions Let [ and K be two many-sorted vocabularies, and
let © be a class of K-formulas. A ©-interpretation of L in K is given by: two ©-formulas dp(x)
and ep(z,y) for each sort symbol D of L, and one ©-formula ¢g(zy,...,z,) for each rela-
tion symbol R € L of arity r. In all these formulas, the displayed z’s and y’s are tuples
of distinct variables of the same length m, called the arity of the interpretation. We say
that the interpretation takes a K-structure A as input and produces an L-structure B as
output if for each sort symbol D in L there exists a surjective partial map fp : A™ — D(B),
where A is the domain of A, such that f;'(D(B)) = {a € A™: A |=6p(a)}, fo'({(b,b) : b€
D(B)}) = {(a,b) € (A™)? : A |= ep(a,b)}, and fz'(R(B)) = {(a1,...,a,) € (A™)" : A |=
Ygr(ay,...,a.)} where fp = fp, X ... X fp, and Dy X --- x D, is the type of R. The compo-
sition of two interpretations, one of L in K, and another one of K in J, is an interpretation



of L in J defined in the obvious way. Similarly, the composition of an interpretation of L
in K with an L-formula is a K-formula defined in the obvious way. In all these compositions,
the number of variables in the resulting formulas multiply. For example, the composition
of a Ck_-interpretation with a C_ -formula is a C* -formula. A reduction from a compu-
tational problem to another is a pair of maps f and g, where f takes an input x for the
first problem and produces an input y = f(z) for the second problem, and g takes = and
a solution ¢ for y in the second problem and produces a solution ' = g(z,y’) for = in the
first problem. The reduction is called a ©-reduction if the maps can be produced by O-
interpretations when their inputs are represented as structures of appropriate vocabularies.
For more on interpretations and logical reductions see, e.g., [12].

Numbers, vectors and matrices as structures Since we are interested in definability
in logics, we represent mathematical objects which serve as inputs and outputs of algorithms
as finite relational structures. The details of the chosen representation are not essential, but
we provide them for concreteness.

A natural number n € N is represented by a structure, with a domain {0,..., N — 1} of
bit positions where N > |logy(n + 1)], of a vocabulary Ly that contains a binary relation
symbol < for the natural linear order on the bit positions, and a unary relation symbol P for
the actual bits, i.e., the bit positions ¢ that carry a 1-bit in the unique binary representation
of n of length N. Single bits b € {0, 1} are represented as natural numbers with at least
one bit position. Thus the vocabulary Ly for representing single bits is really the same
as Ly, but we still give it a separate name. A rational ¢ = (—1)n/d, where b € {0,1}
and n,d € N, is represented by a structure with domain {0,..., N — 1} of bit positions,
where N is large enough to encode both the numerator n and the denominator d in binary.
The vocabulary Lq of this structure has one binary relation symbol < for the natural linear
order on the bit positions, and three unary relation symbols P,, P, and P; that are used
to encode the sign and the bits of the numerator and the denominator of q. We use zero
denominator to represent +oo.

An I-vector u € Q! is represented by a two-sorted structure, where the first sort I is the
index set I and the second sort B is a domain {0, ..., N —1} of bit positions, where N is large
enough to encode all the numerators and denominators in the entries of w in binary. The
vocabulary Ly of this structure has one unary relation symbol I for I, one binary relation
symbol < for the natural linear order on B, and three binary relation symbols P,, P, and P,
each of type I x B, that are used to encode the entries of u in the expected way: P,(i,0) if
and only if u(7) is positive, P,(i,j) if and only if the j-th bit of the numerator of (i) is 1,
and Py(i, 7) if and only if the j-th bit of the denominator of u(z) is 1.

More generally, if Iy, ...,I; denote index sets that are not necessarily pairwise distinct,
then the corresponding tensors u € Q!¢ are represented by many-sorted structures,
with one sort I for each index set I for as many different index sets as there are in the
list Iy, ..., I, plus one sort B for the bit positions. The vocabulary Lyec,q of these structures
has one unary relation symbol I for each index sort I, one binary relation symbol < for the
natural linear order on the bit positions B, and three d+1-ary relation symbols P;, P, and P;,



each of type I x --- x I; x B, for encoding the signs and the bits of the numerators and the
denominators of the entries of the tensor. Matrices A € Q% and square matrices A € Q7!
are special cases of these, and so are indexed sets of vectors {u; : i € K} C Q! and indexed
sets of matrices {A; :i € K} C QM.

3 The Definable Ellipsoid Method

In this section we show that the ellipsoid method can be implemented in FPC for any family
of explicitly-bounded convex sets. We begin by defining the problems involved.

3.1 Geometric problems and the ellipsoid method

Let € be a class of convex sets, each of the form K C R’ for some non-empty index set 1. We
will consider elements of % as inputs of computational problems, and therefore the class &
comes with an associated encoding scheme. Most usual encoding schemes encode instances
of a problem as finite binary strings. In our case, since we want to refer to definability in a
logic, the encoding scheme for € will encode each set K through a finite relational structure.
The details are discussed in Subsection 3.2 below.

We assume that the encoding of a set K C R! carries within it enough information to
determine the set I. If the encoding also carries information about a rational R satisfy-
ing K C S(0, R), then we say that K is circumscribed, and we write (K; I, R) to refer to it.
We write (K;n, R) whenever I = [n].

The ezact feasibility problem for € takes as input the encoding of a set K C R! in € and
asks for a bit b € {0, 1} that is 1 if K is non-empty, and 0 if K is empty. The weak feasibility
problem for € takes as input the encoding of a set K C R! in ¢ and a rational ¢ > 0 and
asks for a bit b € {0,1} and a vector x € Q' such that:

1. b=1and x € S(K,¢), or

2. b=0 and vol(K) <.
The reason why the exact feasibility problem is formulated as a decision problem and does not
ask for a feasible point is that K could well be a single point with non-rational components.
In the weak feasibility problem this is not an issue because if K is non-empty, then the
ball S(K,e) surely contains a rational point. The not-so-weak separation problem for €
takes as input the encoding of a set K C R in €, a vector y € Q’, and a rational § > 0 and
asks as output for a bit b € {0,1} and a vector s € Q! such that ||s||. = 1 and:

1. b=1and y € S(K,§), or

2. b=0and (s,y) + 9 > sup{(s,z) : x € K}.
The problems carry the adjective weak in their name to stress on the fact that in both cases

the more natural requirement of membership in K is replaced by the looser requirement of
membership in S(K, ) for a given v > 0. For the weak separation problem, the additional
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qualification not-so-weak serves the purpose of distinguishing it from the weak(er) version
in which condition 2 is replaced by the looser requirement that b = 0 and (s,y) + ¢ >
sup{(s,z) : x € S(K,—0)}. It turns out that the main procedure of the ellipsoid method, as
stated in the monograph [16] and in Theorem 3.1 below, requires the not-so-weak version.
Recall that an ellipsoid in R is a set of the form E(A,a) = {x € R! : (z—a)T A(x —a) < 1},
where a € R’ is the center, and A is an I x I positive definite matrix.

Theorem 3.1 (Theorem 3.2.1 in [16]). There is an oracle polynomial-time algorithm, the
central-cut ellipsoid method CC, that solves the following problem: Given a rational num-
ber € > 0 and a circumscribed closed convex set (K;n,R) given by an oracle that solves
the not-so-weak separation problem for K, outputs one of the following: either a vector x €
S(K,€), or a positive definite matriz A € Q™™ and a vector a € Q™ such that K C E(A,a)
and vol(E(A,a)) < e.

We plan to use the algorithm CC from Theorem 3.1 almost as a black box, except for
the four aspects of it listed below. Although they are not stated in Theorem 3.2.1 in [16],
inspection of the proof and the definitions in the book shows that they hold:

1. the input to the algorithm is the triple given by €, n and R,
2. the rational numbers € and R are represented in binary,
3. the natural number n is represented in unary (i.e., 2" is given in binary),

4. the algorithm makes at least one oracle query, and the output is determined by the
answer to the last oracle call in the following way: if this last call was (y,d) and
the answer was the pair (b, s), then § < e and the output vector x of CC is y itself
whenever b = 1, and there exists a positive definite matrix A and a vector a so that K C
E(A,a) and vol(E(A,a)) < e whenever b = 0.

The last point implies, in particular, that CC solves the weak feasibility problem for the
given K. However, note also that the theorem states a notably stronger claim than the
existence of a polynomial-time oracle reduction from the weak feasibility problem for a
class € of sets to the not-so-weak separation problem for the same class € of sets: indeed, CC
solves the feasibility problem for K by making oracle calls to the separation problem for the
same K.

3.2 Definability of ellipsoid

We encode sets in € as finite relational structures in an isomorphism-invariant way. Such
encodings we call representations. We define this formally.

Let us first specify what it means for two sets P C R’ and @ C R’ to be isomorphic,
where [ and J are two non-empty index sets. For a function ¢ : I — J and a J-vector v,
we denote by [v] 77 the I-vector defined by [v]77(i) = v(o(i)) for every i € I. For sets of J-
vectors, such as @, we define [Q]77 = {[v] 77 : v € Q}. We say that P and @ are isomorphic,
denoted P = @), if there is a bijection o : [ — J such that P = [Q]77. Now we can define
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representations of classes of sets. A representation of the class € of sets is a surjective partial
map r from the class of finite L-structures onto %, where L is a finite vocabulary with at
least one unary relation symbol I, that satisfies the following conditions:

1. for every two A;B € Dom(r), if A = B, then r(A) = r(B),
2. for every A € Dom(r) it holds that r(A) C R? where I = I(A).

A circumscribed representation of € is a surjective partial map r from the class of finite L-
structures onto %, where L is a finite vocabulary containing at least one unary relation
symbol I as well as a copy of the vocabulary Lg, that satisfies the following conditions:

1. for every two A, B € Dom(r), if A = B, then r(A) = r(B),
2. for every A € Dom(r) it holds that r(A) C R! where I = I(A),

3. for every A € Dom(r) it holds that r(A) C S(07, R) where R is the rational number
represented by the Lg-reduct of A.

Note that a circumscribed representation of € exists only if every K in % is bounded. For
a given representation r of ¢, any of the existing preimages A € r~1(K) of a set K € €
is called a representation of K. If L is the vocabulary of the representation, then we say
that € is represented in vocabulary L. If € has a representation in some vocabulary L, then
we say that € is a represented class of sets, and if it has a circumscribed representation,
then we say that it is a represented class of circumscribed sets.

If € is a represented class of convex sets, L is the vocabulary of the representation,
and ® is a class of logical formulas, then we say that the weak feasibility problem for € is ®-
definable if there exists a ®-interpretation that, given as input a representation of a set K
in ¢ and a rational € > 0 as a structure over L U Lg, produces a structure over Ly U Lyec
representing a valid output. It is required in addition that the represented K C R’ from the
input and the vector z € Q' from the output share the same sort I with the same relation
symbol [ interpreted by the same set. Similarly, for the not-so-weak separation problem, the
input is a structure over L U Lg U Lye. and the output is a structure over Ly U Lye.. Again,
the represented K C R’ and the vector y € Q' from the input, and the vector s € Q' from
the output, share the same sort I with the same relation symbol I interpreted by the same
set.

The following is the main result of this section.

Theorem 3.2. Let € be a represented class of circumscribed closed convex sets. If the not-
so-weak separation problem for € is FPC-definable, then the weak feasibility problem for €
15 also FPC-definable.

Although all the main ideas of the proof in Subsection 3.4 below were already present
in the works [2] and [11], we present a detailed proof for completeness as then the key new
insights become clearer.

At an intuitive level, the main difficulty for simulating the ellipsoid method within a
logic is that one needs to make sure that the execution of the algorithm stays canonical; i.e.,
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invariant under the isomorphisms of the input structure. The principal device to achieve
this is the following clever idea from [2]: instead of running the ellipsoid method directly
over the given set K C R! the algorithm is run over certain folded versions [K]” C Ro()
of K, where o(I) is an ordered subset of I. If the execution of the ellipsoid algorithm does
not detect the difference between K and the folded [K]?, then an appropriately defined
unfolding of the solution for [K]” will give the right solution for K. If, on the contrary, the
ellipsoid detects the difference in the form of a vector u € Qf whose folding [u] does not
unfold appropriately, then the knowledge of u is exploited to refine the current folding into a
strictly larger ordered o'(I) C I, and the execution is rebooted with the new [K]7 C R%' (.
After no more than |/| refinements the folding will be indistinguishable from K, and the
execution will be correct.

The crux of the argument that makes this procedure FPC-definable is that the ellipsoid
algorithm is always operating over an ordered set o([). In particular, the algorithm stays
canonical, and the polynomially many steps of its execution are expressible in fixed-point
logic FP by the Immerman-Vardi Theorem [18, 32]. Indeed, the counting ability of FPC is
required only during the folding/unfolding/refining steps.

Our formalization of these ideas will bring in two key insights that were not present in
earlier works. The first one is the observation that it is possible to simulate the oracle queries
to the folded [K]? by oracle queries to the original K, and that this works for any closed
convex set K. Furthermore, it is possible to transfer an appropriately chosen termination
condition on the volume of the folded [K]? to the required termination condition on the
volume of the original K. The observation that the volume condition commutes with the
folding operations on arbitrary K’s did not appear in the earlier work on LPs [2], nor on
SDPs [11]. For LPs, the ellipsoid method on [K]7 is typically combined with a rounding
procedure to actually solve the exact feasibility problem. Therefore, the termination condi-
tion in that case is just exact feasibility, or plain emptiness. For SDPs, the volume-based
termination condition is not analyzed in [11], since the results there hold under the addi-
tional assumption of full-dimensionality and the ellipsoid method always outputs a vector
in S(K,€). The claim that the folding operations do have a mild effect on the volume of
arbitrary K’s is the subject of Lemma 3.4 below.

The second key insight that our formalization brings in is the observation that the two
preciston parameters of an input for an arbitrary K, i.e., the large radius R > 0 in the
circumscribing assumption, and the small margin guarantee ¢ > 0 in the weak feasibility
goal, do not interfere with the requirement that the algorithm behaves in an isomorphism-
invariant way. Again, this observation was not clearly analyzed in the previous work on LPs,
nor on SDPs. As explained in the introduction, it will be crucial for us to be able to handle
arbitrarily large R > 0, and arbitrarily small € > 0, to get the results of Section 4.

Before we move on to the actual proof of Theorem 3.2, we discuss the required material
for the method of foldings.
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3.3 Folding operations

Let I and J be non-empty index sets. Let o : I — J be an onto map. The almost-folding (u)”
and the normalized almost-folding (u)? of an I-vector u are the J-vectors defined by

@G = 3 ul@)  and  (u) = (3.1)

ey [

for every j € J, with the understanding that if ||(u)?||cc = 0, then (u)? is defined as the
zero vector. The folding [u]” of an I-vector u and the unfolding [v]~7 of a J-vector v are the

vectors defined by

E=Ten > u()  and ] 77(i) = v(o(i)) (3.2)

i€o=1(4)

for every j € J and every i € I, respectively. For sets K C R! and L C R’, define [K] :
{[u] : w € K} and [L]77 := {[v]7? : v € L}. Observe that the notation [v]~7 and [L]~
agrees with the one we introduced earlier when we defined representations. The map o is
said to respect a vector u € R if u; = uy whenever o(i) = o(i') for every i,i € I. The
following lemma collects a few important properties of foldings. See Propositions 17 and 18
in [11] in which properties 4 and 7 from the lemma are also proved for all sets but stated
only for convex sets. A small difference is that our statement of 7 is written in terms of the
normalized almost folding operation defined above which is what is actually needed in the
uses of the lemma.

S

Lemma 3.3. Let o : I — J be an onto map, let u and v be I-vectors, and let K be a set

of I-vectors. Then the following hold:

1. [au 4+ bv]7 = alu|” + blv]® for every a,b € R,

2. 2 < Nlullz,

3. K C S(0%, R) implies [K]° C S(07, R),

4. u € S(K,0) implies [u]” € S([K]%,0),

5. if K is convex, then [K|% is convez, and

6. if K is bounded and closed, then [K]7 is bounded and closed,

7. if & > 0 and o respects u, and ||ull.c = 1 and (u,v) + 6 > sup{{u,z) : x € K},
then [|(u)fllec =1 and ((u)], [v]7) + 0 = sup{{(u)], x) : = € [K]7}.

Proof. Property 1 is straightforward by definition. Property 2 follows from the inequal-
ity (z1 + -+ +x4)* < (22 + -+ + 22)d, which is the special case of the Cauchy-Schwartz
inequality [(x,y)| < |[|z|]2]|y|l2 where y is the d-dimensional all-ones vector. Property 3
is an immediate consequence of 2. Property 4 follows from 1 and 2: if [ju — z||; < 4,
then ||[u]” — [2]7]|2 = [|[[u — 2]7||]2 < [[u — 2[]2 < §. Property 5 follows from the fact that
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the map u > [u|? is linear. Property 6 follows from the fact that a continuous image of a

compact set is compact: indeed the map u — [u]? is continuous, and a subset of Euclidean
space is compact if and only if it is closed and bounded. Property 7 follows from the straight-
forward fact that whenever o respects u, we have ((u)?,[y|?) = (u,y) and ||(%)7||oc > ||¢]|co-
Indeed, sup{{(u)?,z) : z € [K]7} = sup{{(v)?,[z]?) : * € K}, and for every z € K we
have ((w)7, [z]7) — ((w)F, [v]7) = ()i, [z — v]7). Now either {(u)7,[x —v]) < 0 <4,
or ((u)7, [z —v]?) > 0 and since ||(4)7]|c0 > ||¢]|co = 1, we have ((u)7, [z —v]7) = {(u)?, [x —
o))/ ()7 lloe < {(w), [ = 0]7) = (u, 2 —v) = (u, ) — (u,v) < 0. O

There is one further important property of foldings that we need for correctness of
the FPC-interpretation that we are about to define. Let us extend the definition of the
set E(A,a) = {z € R?: (x —a)T A(x — a) < 1} to arbitrary positive semidefinite matrices A.
It should be noted that if A is positive semidefinite but not positive definite, then at least
one of the semi-axes of F(A,a) is infinite and hence the set is unbounded. In this case we
call E(A,a) an unbounded ellipsoid. If the simulation of the run of CC is executed until
the end over a folded [K]” and the output bit is 0, then the algorithm certifies that [K]7 is
contained in an ellipsoid of a small volume (see point 3 immediately following the statement
of Theorem 3.1). To ensure that the volume of K itself is small we use the following lemma.

Lemma 3.4. Let K CR! be a set, let o : I — J be an onto map, and let R € R”*! and L €
R be the matrices that define the linear maps u — [u]® and v — [v]7, respectively. If
there is a positive definite matriz A € R7*7 and a vector a € R’ such that [K]° C E(A,a),
then K C E(RTAR, La). Moreover, for every ¢ > 0 and r > 0, if vol(E(4,a)) < ¢,
then vol(E(RT AR, La) N S(0%,7)) < 2™ ‘nke'/* where n = |I| and k = |J|.

Proof. Assume that [K]° C E(A,a), where A = BT B is positive definite. Take a point x €
K. We want to show that x is in E((BR)T(BR), La). We have:

IBR(z — La)||; = | B(Rx — RLa)|; = | B(Rz — a)ll; < 1, (3-3)

with the first equality following from the linearity of R, the second equality following from
the easily verified fact that [[a]?]7 = a, and the inequality following from the fact that = € K
and hence Rz = [z]° belongs to [K]° C F(A,a) = E(BTB,a).

For the second part of the proof, observe that the matrix RTAR = (BR)'(BR) is
positive semidefinite. Let A\; > --- > A, > 0 be the eigenvalues of RTAR, let V =
{uy,...,u,} be an orthonormal basis of corresponding eigenvectors, and let (by,...,b,) be
the coordinates of La with respect to the basis V. The axes of symmetry of the (possi-
bly unbounded) ellipsoid E(RT AR, La) correspond to the vectors in V. As we show be-
low, A\; > 0 and therefore the shortest axis of F(RT AR, La) has a finite length 2(1/A;)"/2.
It follows that E(RT AR, La) is contained in the set of points whose coordinates, with re-
spect to the basis V, are given by [by — (1/A)"2,b; + (1/X)Y?] x R*"!. Since the r-
ball S(0,r) is inscribed in the n-dimensional hypercube [—r,7]", where the coordinates are
again given with respect to the basis V, this implies that E(RT AR, La)NS (07, r) is contained
in [by — (1/A)Y2,by 4+ (1/A1)V?] x [—=r,r]"~!. Hence,

vol(E(RT AR, La) N S(0%, 1)) < 2(1/A)Y2(2r)" 1 = 27"~ 1(1/A) V2. (3.4)
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We will finish the proof by showing that vol(E(A,a)) < e implies (1/A;)"/? < nke'/*, and in
particular \; > 0.
Let py > - -+ > pg > 0 be the eigenvalues of the matrix A. We have

vol(E(4,a)) = Vi(1/pu)' 2+ (1/ 1) = Vie(1/ ), (3.5)

where V), denotes the volume of a 1-ball in the k-dimensional real vector space (for the
volume of an ellipsoid see, e.g., [16]). Therefore, if vol(E(A, a)) < ¢, then p; > (Vi/e)?/* >
k~2(1/€)**, where the last inequality follows from the fact that V; > k. Now, let y € R’
be an eigenvector of A corresponding to the eigenvalue p;, and let z = Ly. Note that 272 <
ny’y. Hence,

" RT ARz = y" Ay = jny"y > (pa/n)a’x. (3.6)

Since y # 0 also = # 0, and the Rayleigh quotient principle implies that A\; > uy/n > 0.
Hence \; > k=2(1/€)?/* /n, which gives (1/X\;)Y/? < n'/2kel/* < nkel/*. O

From now on, all maps ¢ : I — J will be onto and have J = [k] for some positive
integer k. Such maps define a preorder <, on I with exactly k£ equivalence classes which is
defined by i <, ¢ if and only if o(i) < o(i'). A second map o’ : I — [K'] is a refinement
of o if 0'(i) < o'(¢’) implies o(i) < o('). The refinement is proper if there exist i,i" € I
such that ¢'(i) < ¢/(i') and o(i) = o(i'). Recall that o : I — [k] respects a vector v € Rf
if v(i) = v(¢) whenever o(i) = o(¢'). Since any bijective map respects any vector, observe
that if 0 does not respect v, then there exists at least one proper refinement of ¢ that does
respect v. We aim for a canonical such refinement, that we denote ¢¥, and that is definable
in FPC. We define it as follows.

Fix an onto map o : I — [k] and a vector v € R!. Define:

n(j) = Ho():a(l) =j}| for j € [k],
m(i) = o) : o) =0(i), v(l) <v(i)} foriel,
o) = nl)+---+n(o(i)—1)+ m() foriel,
K = n(l)+---+n(k)

In words, n(j) is the number of distinct v-values in the j-th equivalence class of <,, and m(7)
is the number of distinct v-values in the equivalence class of ¢ that are no bigger than the v-
value v(7) of i. The map o’ : I — [K'] is our ¢”. Note that if o respects v, then ¥ = o. On
the other hand:

Fact 3.5. If o does not respect v, then ov is onto and a proper refinement of o that respects v.

Although not strictly needed, it is useful to note that o is a coarsest refinement of o that
respects v. The final lemma before we proceed to the proof of Theorem 3.2 collects a few
computation tasks about foldings that are FPC-definable:

Lemma 3.6. The following operations have FPC-interpretations:

1. given a set I, output the 0 vector 01 and the constant 1 map o : I — [1],
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given u € Q! and onto o : [ — [k|, output (u),
given u € Q% and onto o : I — [k], output [u] =7,

given u € QF and onto o : I — [k], output 1 if o respects u, else output 0,

gwen u € Q! and o : I — [k], output o™ : I — [K].

Proof. All five cases are straightforward given the ability of FPC to perform the basic arith-
metic of rational numbers, compute sums of sets of rationals indexed by definable sets, and
compute cardinalities of definable sets. n

3.4 Proof of Theorem 3.2

Let ¥ be an FPC-interpretation that witnesses that the not-so-weak separation problem
for € is FPC-definable. We start by showing that there is an FPC-interpretation ¥’ that
either simulates the not-so-weak separation oracle for [K]? or outputs a vector not respected
by o. More precisely, U’ takes as input a representation of a set K C R! in 4, an onto
mapping o : [ — [k] where k is an integer that satisfies 1 < k < |I], a vector y € QF, and a
rational § > 0 and outputs an integer b € {—1,0,1} and a vector s € Q' such that [|s]|. = 1
and:

1. b=1 and o respects s and [y| =7 € S(K, ) and y € S([K]?, ), or
2. b=0and o respects s and ((s)7,y) + 0 > sup{((s)Z,z) : v € [K|}, or

3. b= —1 and o does not respect s.

Concretely, let U’ be the interpretation that does the following:

01. given a representation of K CR! in €, 0 : I — [k], y € QF, and 6 € Q,
02. compute y~ := [y]~7 and (b, s) := V(K;y,9),

03. if o respects s, output the same (b, s),

04. if o does not respect s, output (—1, s).

The claim that ¥’ is FPC-definable follows from points 3 and 4 in Lemma 3.6. The claim
that U’ satisfies the required conditions follows from the correctness of ¥, together with the
fact that [[y]?]” = vy, and Properties 4 and 7 in Lemma 3.3. For later use, let us note that
if the given o : I — [k] is a bijection, then the third type of output b = —1 cannot occur.

Next we show how to use ¥’ in order to implement, in FPC, the algorithm CC from
Theorem 3.1. Consider the following variant CC’ of CC:

01. given a rational € > 0 and a representation of a set K C R in &,

02. compute R satisfying K C S(07, R) from the representation of K,

03. let n:=|I| and k:=1, and let o : I — [1] be the constant 1 map,

04. start a run of CC on input (v, k, R) where v := min{(¢/(2"R""1nk))*, ¢},
05. given an oracle query (y,d), replace it by (b, s) := V'(K;0,y,0),

06. if o respects s, then
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0r7. compute (s)? and take the pair (b, (s)7) as an output to the query (y,d),

n

08. if the run of CC makes a new query (y, ), go back to step 05,

09. if the run of CC makes no more queries, go to step 13,

10. else

11. compute o : I — [k’], the canonical refinement of ¢ that respects s,
12. reboot the run of CC with o := ¢® and k := k" and go back to step 04,

13. let (b, s) be the output of W' for the last oracle call (y, ),
14. output (b, [y] 7).

As discussed above, CC’ simulates the ellipsoid method over folded versions [K]” of K. By
Properties 3, 5 and 6 in Lemma 3.3 each such folded version is a circumscribed closed convex
set. A key aspect of CC that makes this algorithm well defined is that the only knowledge
about the targeted set [K]? that it needs for steps 04, 05, 08 and 09 are its dimension k, its
bounding radius R, and correct answers to the earlier queries to the not-so-weak separation
oracle for [K]7 itself. In particular, the algorithm does not need the folded [K]” to belong to
the class €. Indeed, as long as all s vectors are respected by a particular o, Properties 4 and 7
in Lemma 3.3 guarantee that the answers in step 07 stay consistent with the assumption
that the circumscribed closed convex set given by the oracle is [K]?. As soon as an s vector
that is not respected by ¢ is found, the map o is refined, and the run of CC is rebooted with
the new k and v for the new o (and the same R).

No later than after |/] refinements of o, the simulation of CC will be executed until the
end. This happens at the latest when o becomes the totally refined map: at that point o
is a bijection that respects every s. Whenever a run of the simulation is completed, the
algorithm reaches step 13 with a pair (b, s) and a o that respects s. We use this to show
that CC’ solves the weak feasibility problem for K, and that it can be implemented in FPC.

The claim that CC’ solves the weak feasibility problem for any K in % is proved as follows.
Let (b, s) be the output of ¥ for the last oracle call (y, ) of the execution of CC. As noted
above, o : I — [k] respects s and hence b € {0, 1} by Property 3 in the description of W'.
If b =1, then [y|~7 € S(K,0) by Property 1 in the description of ¥/, and S(K,J) C S(K,e¢)
because 0 < v < e. This shows that (b, [y]~7) is a correct output for the weak feasibility
problem for € and K in case b = 1. In case b = 0 we have [K]|” C E(A,a) for a positive
definite matrix A and a vector a, with vol(E(A,a)) < v < (¢/(2"R" 'nk))*, by point 4
immediately following the statement of Theorem 3.1. Since K C S(0, R), by Lemma 3.4 this
means that the volume of K is at most € and the answer b = 0 is a correct output.

For the implementation in FPC, we note that CC’ is a relational WHILE algorithm that
halts after at most || iterations all whose steps can be computed by FPC-interpretations
without quotients. Step 01 is the description of the input. Step 02 follows from the fact
that K has a circumscribed representation: just take the Lg-reduct of the representation
of K, where Lg is the copy of the vocabulary that is used for representing the rational
radius R. Step 03 follows from point 1 in Lemma 3.6. Step 04 follows from the Immerman-
Vardi Theorem on the fact that the representation of [k] is an ordered structure and the
computation of CC in between oracle calls runs in polynomial time. Step 05 follows from
the fact that U’ is FPC-definable. Step 06 is just a control statement. Step 07 follows
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from point 2 in Lemma 3.6. Step 08 follows, again, from the Immerman-Vardi Theorem on
the fact that the representation of [k] is an ordered structure and the computation of CC
in between oracle calls runs in polynomial time. Step 09 follows from the same reason as
Step 08. Step 10 is a control statement. Step 11 follows from point 5 in Lemma 3.6. Steps 12
and 13 are just control statements. Step 14 follows from point 3 in Lemma 3.6.

This completes the proof of Theorem 3.2, and this section.

4 Feasibility of SDPs

In this section we use Theorem 3.2 to show that the exact feasibility of semidefinite programs
is definable in C¥_ .

4.1 Semidefinite sets
The semidefinite set K45 C R’ is defined by the constraints

<A2,X> <b; forre M and X > 0, (41)

where A € RM*Ux)) is an indexed set of J x J matrices, b € RM is an indexed set of
reals, X is a J x J symmetric matrix of formal variables z;; = xj = xy;; for 1,5 € J,
and [ = {{4,j} : 4,5 € J} is the set of variable indices. A circumscribed semidefinite set is
a pair (K4, C R, R), where K4, C R! is a semidefinite set as defined above and R is a
rational satisfying K4, C S(07, R).

When A and b have rational coefficients, the semidefinite set K4, C R’ is represented
by a four-sorted structure, with one sort I for the set I of indices of variables, two sorts J
and M for the index sets J and M, and one sort B for a domain {0,..., N — 1} of bit
positions that is large enough to encode all the numbers in binary. The vocabulary Lgpp
includes the following relation symbols:

three unary symbols I, J and M, for I, J and M, respectively,
one ternary symbol P of type I x J x J,

one binary symbol < for the natural linear order on B,

three 4-ary symbols P4 s, Pan, Pad,

SANEE RO I

three binary symbols Py 5, By 1, P q-

The relation that interprets P encodes the two indices of each variable. The relations
that interpret Pj s, Pan, Paq encode the signs and the bits of the numerators and the
denominators of the entries of the matrices in {A4; : ¢ € M}. The relations that inter-
pret Py, By p, Pyq encode the signs and the bits of the numerators and the denominators
of the rationals in {b; : ¢ € M}. The representation of the circumscribed semidefinite
set (Kap € RI) R) is a structure over the vocabulary Lgpp U Lg whose Lgpp-reduct is the
representation of K4, € R, and whose Lg-reduct is the representation of R.
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The class of semidefinite sets together with the representation defined above form a
represented class of sets, which we denote by %spp. Similarly, the class of circumscribed
semidefinite sets form a represented class of circumscribed sets denoted 65 p-

In [11] Dawar and Wang show the FPC-definability of the weak optimization problem
for €5p with the additional assumption of the input SDP being non-empty.

Theorem 4.1 ([11]). There exists an FPC-interpretation that takes as input a non-empty
circumscribed semidefinite set (K4, C RY R), a vector ¢ € R! and a rational § > 0, and
outputs a vector x € R! such that x € S(Kap,0) and {c,x) + 3§ > sup{{c,y) : y € Kap}.

In order to do so they prove Theorem 3.2 for the special case of full-dimensional semidefinite
sets and note that weak optimization reduces to weak feasibility by adding the cost vector as
a constraint. They also observe that a non-empty input set can be made full-dimensional by
considering an e-perturbation of the constraints, for an appropriately chosen ¢ > 0. Finally,
they propose an FPC-interpretation for the not-so-weak separation oracle. We work out the
details of a variant of their oracle construction that takes care of a missing step in their proof.
This fix was first published in the preliminary report of this paper [4] and the conference
version of this paper [5]. The revised version of Wang’s PhD thesis [33] included the same
fix.

As a consequence of Theorem 3.2 and the FPC-definability of the not-so-weak separation
oracle we get the following:

Theorem 4.2. The weak feasibility problem for circumscribed semidefinite sets is definable
i FPC.

4.2 Separation oracle

We show that the not-so-weak separation problem is FPC-definable for the class %spp of all
semidefinite sets. This clearly implies the FPC-definability of the not-so-weak separation
problem for 65,p, which is what is needed for the proof of Theorem 4.2. We begin with a
few definitions and lemmas. In particular, since one of the steps of the separation procedure
is a reduction to a family of LPs, we specify an encoding of an LP as a finite relational
structure.

The polytope K., C R’ is defined by a system of linear inequalities:

(uj, xy <wv; forie M, (4.2)

where z is an I-vector of variables, v € R™*! is an indexed set of I-vectors, and v € RM

is an indexed set of reals. If the entries of the vectors {u; : i € M} and v are rational
numbers, then the polytope K, , C R! is represented by a three-sorted structure, with two
sorts I and M for the index sets I and M, and one sort B for a domain {0,..., N — 1} of
bit positions that is large enough to encode all the numbers in binary. The vocabulary Lip
includes the following relation symbols:

1. two unary symbols I and M, for I and M, respectively,
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2. one binary symbol < for the natural linear order on B,
3. three ternary symbols P, s, Py, P4,
4. three binary symbols P, s, P, ,,, Py 4.

The relations that interpret the symbols in point 3 encode the signs and the bits of the
numerators and the denominators of the entries of the vectors in {u; : ¢ € M}. The relations
that interpret the symbols in point 4 encode those of the rationals in {v; : i € M}.

Linear programs of the form:

(P) : inf, {(c,x) s.t. (u;,x) <wv; forie M, (4.3)

where x, u and v are as specified above and ¢ is an [-vector, are represented similarly as
polytopes. The vocabulary Loyp contains three additional binary symbols P, P, Peq
that encode the vector c.

Theorem 4.3 ([2]). There ezists an FPC-interpretation that takes as input a linear pro-
gram P :inf, (c,x) s.t. (u,x) < v; fori € M, and outputs an integer b € {—1,0,1}, a
vector s € Q! and a rational r, such that:

1. b=1 and P is feasible but unbounded below, or
2. b=10 and P has an optimal feasible solution of value r, and s is one, or
3. b= —1 and P is infeasible.

We also need the following lemma from [11] showing that the smallest eigenvalue of a given
symmetric matrix can be approximated in FPC:

Lemma 4.4 ([11]). There exists an FPC-interpretation that takes as input a symmetric
matriz A € Q™! and a rational & > 0 and outputs a rational )\ such that \ is the approximate
value of the smallest eigenvalue \ of A up to precision 9, i.e., |>\ Al < 0.

We are now ready to show the following:

Proposition 4.5. The not-so-weak separation problem for semidefinite sets is definable
i FPC.

Proof. Tf K45 C R’ is a non-empty semidefinite set and Y € R7*/ is a symmetric matrix
outside K 4, then either Y violates at least one of the linear inequalities that describe K 4,
or fails to be positive semidefinite. In the former case, we get a separating hyperplane
by taking the normal of the violated inequality, and a canonical one by taking the sum of
all of them, as in [2]. In the latter case, the smallest eigenvalue A of Y is negative, and
if v is an eigenvector of this eigenvalue, then vv” is a valid separating hyperplane (after
normalization). Such an eigenvector would be found if we were able to find an optimal
solution to the optimization problem

inf, (Y = ADyl st ylle = L. (4.4)
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Unfortunately, this optimization problem cannot be easily phrased into an LP because the
constraint ||y|l.c = 1 cannot be expressed by linear inequalities. Here is where we differ
from [11]: first we relax the constraint ||yl = 1 to ||yl < 1, but then we add the
condition that some component y; is 1, and we do this for each | € J separately. Thus, for
each [ € J, let P(Y, A, 1) be the following optimization problem:

inf, (Y = ADyll st [ylle <1, y = 1. (4.5)

This we can formulate as an LP. The problem P(Y,\,l) may be feasible for some [ € J
and infeasible for some other [ € J, but at least one is guaranteed to be feasible. We take
a solution for each feasible one and add them together to produce a canonical separating
hyperplane. All this would be an accurate description of what our separation oracle does if
we could compute A exactly, but unfortunately only an approximation ) is available. Still,
if the approximation is good enough, using A in place of \ in the P(Y, A\, 1)’s will do the job.
We provide the details.

Let ¥ be the interpretation that takes as input a symmetric matrix Y € Q7*/, a ratio-
nal § > 0, and a representation of K4, C R! in $spp, where A € QM*(IxJ) and b € QM,
and does the following:

01. given Y, d, and K, C R! as specified,
02. compute L:={i e M: (A;,Y) > b},
03. if |L] # 0, then

04. compute D = [|> 7, ; Aillso;

05. if D # 0, compute S := .., A;/D, and output (0, 5),

06. if D =0, output (0,1),

07. else

08. compute n = |J|,

09. compute 5\, the smallest eigenvalue of Y up to precision §/2n?,
10. if A > §/2n?, output (1,1),

11. else

12. compute T := {l € J : P(Y, \,1) is feasible with optimum < §/2n},
13. compute v := {v; € Q7 : [ € T and v; is optimal for P(Y, A, )},
14. compute D := [|>, ., 0] ||oo and S := =", vvf /D,

15. output (0, .5).

Let us show that ¥ is FPC-definable and satisfies the required conditions.

Step 01 is the description of the input. Steps 07 and 11 are control steps. FPC-definability
of Steps 02, 03, 04, 05, 06, 08, 10, 14 and 15 follows from the ability of FPC to perform the
basic arithmetic of rational numbers, compare rational numbers, and compute cardinalities
of definable sets. Step 09 follows from Lemma 4.4. Below we first argue that the output
of U is always correct and finally that the Steps 12 and 13 are FPC-definable.

Suppose that L = {i € M: (4;,Y) > b;} # () and let us prove that the output in Steps 05
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and 06 is correct. If )., A; is the zero matrix, then we have that

D<) (AY) = A Y)=0. (4.6)

i€l i€L i€L

Therefore, the feasibility region K4 is empty. Indeed, every X € K4, satisfies

0> b > (A, X)= (> A, X)=0, (4.7)

i€L €L €L

which is a contradiction. Hence, for any matrix whose L,-norm is 1, in particular for the
identity matrix I, the output (0,I) is correct.

If .., Ai is not the zero matrix, let D = ||}
every X € K4, we have that

:<Z%,X>=%Z<Ai>X>S%Zbi<%z</li’y>:<s’y>' (4.8)

S €L 1€ €L

Ailloc and S =Y., A;/D. Then for

€L 1€l

Moreover, the matrix S has L,.-norm 1. So the output is correct.

Suppose that L = {i € M: (4;,)Y) > b} = 0, n = |J] and A > §/2n%, and let us
argue that the output in Step 10 is correct. Observe that, for every ¢ € M, the matrix Y
satisfies (A;,Y) < b;, and its smallest eigenvalue ) is positive, which means that the matrix Y’
is positive semidefinite. Hence, Y is in the feasibility region K 4, and the output is correct.

Finally, let us assume that )< §/2n%. In this case, for every [ € J, the FPC inter-
pretation needs to compute the optimal value and an optimal solution of the optimization
problem P(Y, 5\, [). To show that this is possible, we define an essentially equivalent linear
program P’(l) and use Theorem 4.3 to conclude.

To perform Steps 12 and 13 the FPC interpretation takes, for each [ € J, the linear
program P’(l) with variables {x; : i € J} U{y; : i € J}, defined by:

inf . , Zzej x;

s.t. —z; < (Yy—M\y); <, foreveryie J
1<y <1, for every 1 € J
u =1,

where y is the vector {y; : i € J}. In the following, since ¥ and X are fixed, let us write P(1)
instead of P(Y, A\, 1).

Claim 4.6. The program P(l) is feasible if and only if the program P'(l) is feasible and the
optimal values of P(l) and P'(l) are the same. Moreover, if a vector {z; :i € J}U{y; : i € J}
is an optimal solution to P'(l), then the vector {y; : i € J} is an optimal solution to P(1).

Proof. Suppose that the feasibility region of P(l) is non-empty. For every vector y = {y; :
i € J} in the feasibility region of P(l), the vector {z; : i € J} U{y; : i € J}, where z; =
|(Yy — Ay)il, belongs to the feasibility region of P'(I) and its value » . x; = [|[(Y — A)y|1
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is the same as the value of {y; : i € J} for P(l). Therefore, the feasibility region of P'(l) is
non-empty and the optimal value opt’ of P’(l) is smaller or equal to the optimal value opt
of P(1).

Suppose that the feasibility region of P’(l) is non-empty, and take an optimal solu-
tion {z; : i € J} U{y; :i € J} for P'(I). It holds that ||y|l.c = 1 and y; = 1, so the vector y
is in the feasibility region of P(l). Therefore, the feasibility region of P(l) is non-empty,
and opt < ||[(Y — M)yl|ly . Moreover, for every i € J, we have that |(Yy — Ay);| < =
so (Y = Ay|y < Y icsTi = opt’. On the other hand we know that opt’ < opt. To
summarize

opt < ||(Y = XD)yl|; < ZZ‘Z = opt’ < opt. (4.9)
icJ
Hence, the vector y is an optimal solution for P(l) and the optimal values are the same. [J

To perform Steps 12 and 13 the FPC interpretation computes, for every [ € J, an optimal
solution and the optimal value of the optimization problem P(l), by computing an optimal
solution and the optimal value of the linear program P’(l) via Theorem 4.3, and projecting
the output to the variables {y; : i € J}.

We now show that the set T, defined in Step 12, is non-empty, and that ||3>°,c7 00} |0 #
0. It follows that the output matrix .S in Step 14 is well defined.

Claim 4.7. T # 0.

Proof. Let v be an eigenvector of Y with the smallest eigenvalue A, and let ||v]|, = 1. We
have the following

1Y = Aol = (Y = Ao — (A = \)v||; <

<N = ADolh + (A = Mol = (4.10)
J

. )
I3 = NTolh £ 5 snllollee = 5

If there exists [ € J such that v; = 1, then v € P(l) and T # (. Otherwise, there exists | € J
such that v, = —1. Then —v € P(l) and we are done as well. O

Claim 4.8. 1 < [|>°, .7 uvf [l < |T).

Proof. Observe that for every [ € J all the main diagonal entries of the matrix vv] are
squares and since ||v]|o = 1, at least one of those entries is equal 1. Therefore,

1> ol e > 1, (4.11)

leT

and on the other hand,

1Y~ v lloe < D llowf oo = 171, (4.12)

leT leT

]
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Finally, let us show that the output (0,5) in Step 15 is correct.
Claim 4.9. For everyl € T, let v; be the optimal solution of P(l). Then for every X € K4,

J
(—o] Y)Y + - > (—v], X). (4.13)

Proof. Take X € K 4. Since the matrix X is positive semidefinite, (—uvv/, X) = —vf Xv; <
0. We will show that (—uvvf,Y) +6/n > 0. It holds that

(—o] YY) = =0 Yo, = =0l A+ (Y = X))o, =
= —S\UZTUZ — vlT(Y — 5\[)?}1 > —S\UlTUl — \vlT(Y — 5\[)1)1| > (4.14)

: . . )
> —)\vlTvl —ulloo [|(Y = AD)vy]|1 > —AvlTvl ~ 5

It follows that 5 5
(—vl Y + - > — v + o (4.15)
Now if A < 0, then —\v v, + 6/2n = —A|jv||2 + 6/2n > §/2n > 0. Otherwise 0 < A <
§/2n?, and
J

< ) ) J
T 2 2 _ _
o < Sl < S (Vilull)? = o = o (4.16)
Hence, —\vl v, +6/2n > —6/2n + 6/2n = 0. O
We finish the proof by showing that for every X € Ky,
(S, Y)Y+ 6> (S, X). (4.17)
Let X be any matrix in K 45. From now on, let D = ||, .7 vt/ || . Recall from Claim 4.8
that 1 < D < |T|. It holds that
T
Y 1 T 1 T o
SY)= (=Y M vy = =S (ol V) = =S (e X) - 2 =
< ) > < < D’ > Dl€T< uv, >— DZGT<< v, > n)
(4.18)
T
v |T| § |T| 0
(N oy EIS g xy - LY s g vy s
R TRt RS ECE R

where the first inequality follows from (4.13) in Claim 4.9 and the last inequality follows
from the fact that |T'| <mn and D > 1. O

4.3 Exact feasibility

We use Theorem 4.2 to prove the main result of this section:

Theorem 4.10. The exact feasibility problem for semidefinite sets is definable in C_ .
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We begin the proof by relating the problem of exact feasibility to the subject of Theo-
rem 4.2, i.e., the weak feasibility problem for circumscribed semidefinite sets.

For any R > 0 and any semidefinite set K4, the R-restriction of K is the set of all
those points in K4, whose L-norm is bounded by R, i.e., it is the semidefinite set given
by:

<A1,X> < bz fOIiEM,
X{@j} < R for Z,j € J,
—X{L]} S R for 'L,] S J,
X =0.

For any € > 0 and any semidefinite set K4y, the e-relazation of K, is the semidefinite
set given by:

(A, X) < bi+e forie M
X = 0.

Since an R-restriction of a semidefinite set is a semidefinite set itself, it makes sense to
talk about its e-relaxation. The question of emptiness for e-relaxations of R-restrictions of
semidefinite sets is closely linked to the exact feasibility problem under consideration. Recall
the Cantor Intersection Theorem: If K; O Ky O --- is a decreasing nested sequence of non-
empty compact subsets of R”, then the intersection (), K; is non-empty. We use it for the
following lemma. -

Lemma 4.11. A semidefinite set K4y is non-empty if and only if there exists a positive
rational R such that for every positive rational € it holds that the e-relaxation of the R-
restriction of Kap 1s non-empty.

Proof. Assume that K4 is non-empty and let  be a point in it. Let R be a rational bigger
than ||z||. Then z is also in the R-restriction of K4, and therefore in the e-relaxation of
the R-restriction of K4, for every positive rational e.

Assume now that R is a positive rational such that the e-relaxation of the R-restriction
of K4, is non-empty for every positive rational e. For each positive integer m, let K, be
the 1/m-relaxation of the R-restriction of K,,. Each K, is closed and bounded, hence
compact. Moreover K; O Ky O ---, i.e., the sets K,, form a decreasing nested sequence
of non-empty subsets of R!. It therefore follows from the Cantor Intersection Theorem
that (,,~; K is non-empty. The claim follows from the observation that (1, -, K, is
indeed the R-restriction of K Ab- - O

It follows from Theorem 4.2 that the emptiness problem for e-relaxations of R-restrictions
of semidefinite sets is definable in FPC in the following sense.

Proposition 4.12. There exists a formula 1) of FPC such that if A is a structure over LgppU
LoULq, representing a semidefinite set K4, C R and two positive rational numbers R and e,
then:
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1. if A |= 1), then the e-relazation of the R-restriction of K 4 is non-empty,
2. if A JE 1), then the R-restriction of Kayp is empty.

Proof. Let ® be an FPC-interpretation that witnesses that the weak feasibility problem for
the class of circumscribed semidefinite sets is FPC-definable. The formula ) takes as input
the representation of a semidefinite set K4, C R’, a rational € > 0 and a rational R > 0,
and does the following:

01. given K4, C R! ¢ and R as specified,

02. compute k :=|I|,

03. compute R := [\/k(R + €)?],

04. compute a representation of K, the e-relaxation of the R-restriction of K 4,
05. compute m := max {||A;||: i€ M} U {1},

06. compute § = €*/(k!(2km)*),

07.  compute (b, x) := ®((K, R'),0),

08. if b=1 output T,

09. if b =0 output L.

This procedure is clearly FPC-definable. In order to prove correctness we will need the
following lemma.

Lemma 4.13. Let A € RM*Ux) p ¢ RM [ = {{i,j}:i,j€ J}, k = |I|, and m =
max {||Aill2: i € M} U{1}. For any e > 0, if the semidefinite set Kap € R! is non-empty,
then its e-relazation has volume greater than & = €*/(k!(2km)¥).

Proof. Take €; = ¢/2km. Let Y be an element of K4, We will show that the ¢;-ball
around Y + €1 is included in the e-relaxation of K4,. It will follow that the volume of
the e-relaxation of K, is at least ¥V, where Vj is the volume of a 1-ball around Y in
the k-dimensional real vector space. Since Vi, > 1/k! this finishes the proof.

Suppose that T' € S(Y + €11, €1). This means that T =Y + ¢l + Z, where || Z|2 < €.
We start by showing that T is positive semidefinite. Let v be a vector whose Lo-norm is 1.

It holds that
vITo =0T (Y +el+ 2o =0"Yv + ev’Tv + 0" Zv >

>0+ e |[v]|3 + (v, Z) > e — [(v0?, Z)| > (4.19)

> e — [[ov" |21 Z]l2 = &1 = V]3| Z]2 = &1 — &1 = 0.
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Moreover, for every i € M, we have

(A;,T) — by = (A,Y) + (A, e1l) + (A, Z) — b; <
< (Ai,al) + (A, Z) < [(Ai, el + [(Ai, Z)] <
< e[ Aill2[|T][2 + [[Asll21 Z][2 <
< el AillaVE + || A6 = (4.20)

€||AiH2\/EJr | Ai]|2€ <
2km 2km

€

€
< + — <€,
T 2vVk o 2k T

where the first inequality follows from the fact that Y is an element of K4, hence, for
every i € M, it satisfies (A4;,Y) < b;, the third inequality follows from the Cauchy-Schwartz
inequality |(z,y)| < ||z]|2]|y||2, the second to last inequality follows from the fact that m =
max {||Ail|2 : i € M}U{1}, and the last inequality follows from the fact that k = |I| > 1. O

We are now ready to conclude the proof. Observe that the L.,-norm of any point that
belongs to the e-relaxation of the R-restriction of a semidefinite set is bounded by R + €,
therefore the pair (K, R’) computed in Steps 03 and 04 is a representation of a circumscribed
semidefinite set. Let (b, z) be the pair computed in Step 07.

If b = 1, then there exists a point in S(K,d), which in particular means that K is non-
empty, so the output in Step 08 is correct. If b = 0, then we know that the volume of K
is at most 0. The inequalities that define K have the form (A;, X) < b, + ¢ for i € M,
and Xg; 3 < R+eor =Xy 53 < R+efori,je€ J. The maximum 2-norm of the normals of
these inequalities and 1 is m = max {||A;l|2 : ¢ € M} U {1}, so Lemma 4.13 applies. This
means that K is empty, and the output in Step 09 is correct. O]

To finish the proof of Theorem 4.10 we show a technical lemma that may sound a bit
surprising at first: it sounds as if it was stating that C*__-definability is closed under second-
order quantification over unbounded domains, which cannot be true. However, on closer
look, the lemma states this only if the vocabularies of the quantified and the body parts
of the formula are totally disjoint. In particular, this means that the domains of the sorts
in the quantified and body parts of the formula stay unrelated except through the counting
mechanism of C*_ .

Note for the record that if L and K are two many-sorted vocabularies with disjoint sorts,
then obviously the vocabulary LU K does not contain any relation symbol whose type mixes
the sorts of L and K. If &/ is a class of LU K-structures and 4 is a class of K-structures, we
use the notation 3% - &7 to denote the class of all finite L-structures A for which there exists
a structure B € 4 such that AUB € 7. In words, this is the set of finite structures that can
be disjointly extended and expanded by a structure in Z to a structure in <. Similarly, we
use V4 - o/ to denote the class of all finite L-structures A such that for all structures B € 4
we have that A UB € <. In words, this is the set of finite structures all whose disjoint
extensions and expansions by a structure in % are in 7.
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Lemma 4.14. Let L and K be many-sorted vocabularies with disjoint sorts, let & be a class
of finite LU K -structures, and let 9 be a class of finite K -structures. If of is C*__-definable,
then the classes of L-structures 38 - o/ and VA - o are also Ck__-definable.

Proof. The proof is a simple Booleanization trick to replace the finite quantifiers 3=¢ over
the sorts in K by finite propositional formulas, followed by replacing 3% and V% by infinite
disjunctions and conjunctions, respectively, indexed by the structures in #4. We provide
the details. Let ¢ be a formula of the many-sorted vocabulary L U K with all variables of
the L-sorts among x1,...,x., and all variables of the K-sorts among ¥1,...,y:. Note that
since L and K have disjoint sorts, all the atomic subformulas of ¢ have all its variables
among xi,...,x; or all its variables among v, ..., y,. In other words, there are no atomic
subformulas with mixed z-y variables. For every finite K-structure B with domain B and
every b = (by,...,by) € B¥ let ¢(B,b) be the Booleanization of ¢ with respect to the atomic
interpretation of K given by B, the domain of quantification B for the variables of the K-
sorts, and the free-variable substitution x := b. Formally, using the notation [E] for the
truth value of the statement £, the formula ¢’ = ¢(B, b) is defined inductively:

if g = R(xy,,...,2;,) with R € LU {=}, define ¢/ = ¢,

if o = R(vys,,-..,y;,) with R € K U {=}, define ¢’ = [(b;,,...,b;,) € R(B)],
if ¢ = -6, define ¢ = —6(B, b),

if ¢ = A, 0;, define ¢ = A\, 6;(B, b),

if = F1,(0), define ¢ = F'a,(0(B, ).

if ¢ = 3=ty;(0), define

o=\ (N le#erln J\ 0B V/c). (4.21)
ceBt .7'«,._7;?] JElt]

AR I

Since there are no atomic subformulas with mixed x-y variables, the definition covers all
cases. The construction of ¢(B, b) was designed so that for every finite (L U K)-structure C
with L- and K-reducts A and B with domains A and B, respectively, every a € A* and
every b € B¥ it holds that C |= ¢[a, b] if and only if A = ¢(B, b)[a]. Now, if ¢ is an (LU K)-
sentence, define ¢(B) := \/;czx (B, ) and ¢ := \/5_, ¢(B). It follows from the definitions
that ¢ defines 34 - 7. Similarly, defining ¢" := Ay, ¢(B) works for V.28 - <. ]

We put everything together in the proof of Theorem 4.10.

Proof of Theorem 4.10. Let 1) be the Lspp U Lo U Lo-formula of FPC defined in Proposi-
tion 4.12. Let [ be the number of variables in . By the translation from [-variable FPC
to C%  (see Section 2), there exists an Lgpp U Lg U Lg-formula 7 of C% | defining the same
class & of finite structures. The vocabulary of <7 is a disjoint union of Lgpp and two copies
of Lg. Hence, all three of those vocabularies have disjoint sorts. Let Zr be the class of finite
structures which are representations of positive rational numbers over the first copy of Lg,

28



and let . be the class of finite structures which are representations of positive rational num-
bers over the second copy of Lg. By Lemma 4.14 the class V4, - &7, and hence 3% -VA. - o,
is also Cgéw—deﬁnable. Let ¢ be the Lgpp-formula of C?,éw defining this last class. Lemma 4.11
implies that ¢ defines the exact feasibility problem for semidefinite sets. m

5 Sums-of-Squares Proofs and the Lasserre Hierarchy

In this section we develop the descriptive complexity of the problem of deciding the existence
of degree-bounded SOS proofs. Along the way we discuss the relationship between the
Lasserre hierarchy of SDP relaxations and SOS refutations, and how 0/1-valued variables
ensure that they satisfy strong duality. These results will be used in the next section. The
strong duality property will also imply that SOS refutations exist if and only if approximate
SOS refutations exist, for a notion of approximate SOS refutation that we introduce. This
will be used to complement the descriptive complexity results for SOS proofs by getting a
stronger upper bound in the case of refutations.

5.1 Descriptive Complexity of SOS Proofs

We begin with a few definitions. Let zq,...,2, be a set of variables. In the following
whenever we talk about polynomials or monomials we mean polynomials and monomials
over the set of variables x1, ..., z, and real or rational coefficients. By B,, we denote the set
containing the following polynomials:

1, x, 1—mz;, af—x;, x;—a7, foreveryic [n]. (5.1)
We refer to the inequalities p > 0 for p € B,, as Boolean axioms. A polynomial s is a sum of
squares of polynomials if it has the form s = Ziem r?, for some polynomials rq, ..., 7. For
a set of polynomials @) and a polynomial p, a Sums-of-Squares (SOS) proof of p > 0 from @

is an indexed set of polynomials {s, : ¢ € Q} that satisfy an identity

Z qsq = p, (5.2)

qeQ

where, Q = QUB,, and for every q € @, the polynomial 54 1s a sum of squares of polynomials.
The degree of the proof is defined as max{deg(gs,) : ¢ € Q}, where, for a polynomial p, the
notation deg(p) denotes the degree of p.

One should think about the set of polynomials () as representing a system of polynomial
inequalities {¢ > 0 : ¢ € Q}. The identity (5.2) implies that any 0/1-solution to this
system satisfies also the inequality p > 0. Therefore, if p = —1, a proof certifies that
the system {¢ > 0 : ¢ € @} has no 0/1-solutions. This is why we call it a refutation
of (). The definition of SOS as a proof system is sometimes attributed to Grigoriev and
Vorobyov [15]. We note that, in the case of refutations, our definition is the special case
their Positivstellensatz [15, Definition 2] in which all non-trivial products of g;’s have 0
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multipliers. Unlike theirs, our proof system includes the Boolean axioms by default, thus
ensuring completeness even for proofs of polynomial inequalities over 0/1-valued variables.

We consider the problem of deciding the existence of SOS proofs and refutations of a
fixed degree 2d for a set of polynomials given as input. The first easy observation is that the
proof-existence problem can be reduced to the exact feasibility problem for semidefinite sets,
and the reduction can be done in FPC. Then we ask whether the exactness condition in the
feasibility problem for semidefinite sets can be relaxed, and we achieve this for refutations.
In other words:

1. Proof-existence reduces in FPC to exact feasibility for semidefinite sets.

2. Refutation-existence reduces in FPC to weak feasibility for semidefinite sets.

We note that, in both cases, the semidefinite sets in the outcome of this reduction are not
circumscribed. Roughly, this is because their elements are vectors encoding sequences of
coefficients of sum of squares polynomials that form a valid proof. By the results in [22], the
bit-complexity of these coefficients may not be polynomially bounded, not even for proofs
over Boolean variables [27], nor for refutations over Boolean variables [17].

As stated, point 1. above is almost a reformulation of the problem. In order to prove
point 2. we need to develop a notion of approximate refutation, and combine it with a strong
duality theorem that characterizes the existence of SOS refutations in terms of so-called
pseudoexpectations [6]. We note that the strong duality theorem that we need relies on the
assumption that the Boolean axioms are included in the definition of SOS proof.

Finally, we combine these FPC reductions with the results of the previous section in
order to get the following:

Corollary 5.1. For every fized positive integer d, the problems of deciding the existence
of SOS proofs of degree 2d, and SOS refutations of degree 2d, are C -definable. Moreover,
there exists a constant ¢, independent of d, such that the defining formulas are in C.

As usual with descriptive complexity results like these, we need to fix some encoding of the
input as finite relational structures. In this case the inputs are indexed sets of polynomials,
where each polynomial is an indexed set of monomials and coefficients. The exact choice of
encoding is not very essential, but we propose one for concreteness.

Let I be an index set for variables and let {z; : i € I} be a set of formal variables. A
monomial is a product of variables. For a = (a; : i € I) € N/, we use the notation 2% to
denote the monomial that has degree o; on variable x;. We write |a| for the degree ). ; a;
of the monomial x®. A polynomial is a finite linear combination of monomials, i.e.; a formal
expression of the form ) c¢,2® in which all but finitely many of the coefficients ¢, are zero.
A polynomial p with rational coefficients is represented by a three-sorted structure, with a
sort I for the index set I, a second sort M for the finite set of monomials that have non-zero
coefficients in p, and a third sort B for a domain {0,..., N — 1} of bit positions, where N is
large enough to encode all the coefficients of p and all the degrees of its monomials in binary.
The vocabulary of this structure has one unary relation symbol I for I, one binary relation
symbol < for the natural linear order on B, three binary relations symbols P,, P,, and P,
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of type M x B that encode, for each monomial, the sign, the bits of the numerator, and the
bits of the denominator of its coefficient, respectively, and a ternary relation symbol D of
type M x I x B that encodes, for each monomial and each variable, the bits of the degree
of this variable in the monomial.

Let J be an index set for polynomials and let {p; : j € J} be a set of polynomials on the
variables {x; : i € I'}. Such a set is represented by a four-sorted structure, with a sort .J for
the index set J, and the three sorts I, M, B of the previous paragraph. The vocabulary for
this structure has one unary relation symbol .J for J, one binary relation symbol < for the
natural linear order on B, three ternary relation symbols P, P,, and P; of type J x M x B
that encode, for each j € J, the coefficients of the monomials in p;, and a four-ary relation
symbol of type J x M x I x B that encodes, for each j € J, the degrees of the variables in
the monomials in p;.

5.2 The Lasserre hierarchy

There is a sense in which sums-of-squares proofs can be seen as the dual solutions in a
hierarchy of semidefinite programming relaxations of an associated optimization problem.
This correspondence will be used explicitly in Subsection 5.4. Some of the concepts we
introduce now will also be useful in the next Subsection 5.3.

We adopt the setting in [19]. For a set of polynomials {qo,q1,...,q}, we denote the
following polynomial optimization problem by POP(qo; {q1,-.-,qx}):

(POP) : inf, go(x) s.t. gi(x) >0 fori € [k]. (5.3)

Take a positive integer d. Recall that we use the notation x®, where a = (o : @ € [n]) €
N", to denote the monomial that has degree a; on variable ;. We identify the monomial x®
with its vector of degrees a. By M, we denote the matrix indexed by monomials of degree at
most d defined by (My)as = P, For every monomial z, we introduce a variable y, and
by My(y) we denote the corresponding matrix of variables, defined by (My(y))a.s = Yats-
More generally, for any polynomial ¢ = ZV cyx7, the matrix M, 4, indexed by monomials
of degree at most d, is defined by M, 4 = ¢My, i.e., (Mya)ap = qr*?. The corresponding
matrix of variables M, q(y) is defined by (Mya(y))as = >, ¢y¥a+p+,- Observe that the
entries of the matrix M, 4 are polynomials of degree at most 2d + deg(q), while the entries
of the matrix M, 4(y) are the corresponding linear combinations of variables. Note also
that My 4 = My and M 4(y) = M4(y). For every variable y,, consider the coefficients of y,
in the matrix M, 4(y). Those coeflicients form a matrix which we denote by A, 4. Formally,
for |o| < 2d+deg(q), the matrices A, 4, are defined as the real matrices satisfying M, 4(y) =
Y o YaAgde or equivalently M, = > 2%A,44. Finally, for any polynomial ¢, by d, we
denote the biggest integer satisfying 2d, + deg(q) < 2d.

Let @ be a set of polynomials and let g9 = ) x* be a polynomial. For any posi-
tive integer d, the level-d Lasserre SDP relaxation of the polynomial optimization prob-
lem POP(qo; Q) is the pair of semidefinite programs (P, Dy), where P, is the primal semidef-
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inite program:
inf, > @a¥a
s.t. yp =1 (5.4)

Mya,(y) =0 forqe @

and Dy is the dual semidefinite program:

sup ;,z ¥

s.t. quQ< 0dg 0> Lq) = Qg — 2 (55)
quQ< qd Q) > = Qg fOI 1 S |O{| S 2d :
Zy>=0forqe@

Weak SDP duality implies that the optimal value of P, is always greater or equal than
the optimal value of D;. The main theorem in [19] establishes a condition which guarantees
strong duality for primal and dual SDP problems in the Lasserre hierarchy.

Theorem 5.2 ([19]). If POP(qo; Q) is a polynomial optimization problem where one of the
inequalities describing the feasibility region is R* — > x? > 0, then for every positive
integer d, the optimal values of Py and Dy are equal.

1€[n]

Strong duality for primal and dual problems implies, in particular, that P, is infeasible if
and only if D, is unbounded above and, analogously, P; is unbounded below if and only
if D, is infeasible.

The polynomial optimization problem POP(qo; Q) is called encircled if a polynomial R?—
Zie[n] x? can be obtained as a non-negative linear combination of polynomials from @ of
degree at most 2. The following lemma implies strong duality for primal and dual SDP
problems in the Lasserre hierarchy for encircled polynomial optimization problems.

Lemma 5.3. Let QQ be a set of polynomials and let p = quQ cqq be a non-negative linear
combination of polynomials from Q, such that deg(p) = max{deg(q) : ¢, > 0}. For some
polynomial qo, let (Py, Dq) and (Py, D)) be the level-d Lasserre SDP relazations of POP(qo; Q)
and POP(qo; Q U {p}), respectively. The optimal values of Py and P, as well as the optimal
values of Dy and D), are equal.

Proof. Let gy =), a,x® and let d be some positive integer.
The primal P} is the following semidefinite program:

inf , Y 0 Gala
S.t. yp =1

Mya,(y) =0 forqe@

(5.6)

Let P ={q € Q : ¢, > 0}. Note that since deg(p) = max{deg(q) : ¢ € P}, for every ¢q €
P, we have d, < d,. For each ¢ € P, by M;dq (y) let us denote the principal submatrix
of M, q,(y) obtained by removing the rows and columns indexed by monomials of degree
greater than d,,. Observe that M, q,(y) = >_ cpcgM, 4 (y). Since the constraints { M q,(y) =
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0: ¢ € P} imply the constraint M, 4 (y) = qup ch(;dq(y) = 0, the feasibility regions, and
therefore also the optimal values, of P, and P are the same.
The dual D), is the following semidefinite program:

Sup.z 2

s.t. quQ<Aq,dq7@> Zq> + <Ap,dp,®7 Zp> =ap— %
quQ<Aq,dq,aa Zq) + (Apdpar Zp) = for 1 < |a| <2d (5.7)
Zg =0 for g €
Z, =0

Any solution to the program D, can be extended to a solution to the program D! with
the same optimal value by taking Z, to be the zero matrix. On the other hand, any so-
lution (z,{Z,}ecq, Zp) to the program D/, gives rise to a solution (Z,{Z,}.cq) to the pro-
gram Dy with the same optimal value by setting z := z and Zq = L+ cqZy for each g € P,
and Zq := Z, for each ¢ € Q\ P. This follows from the fact that A, 4, o = > cp CeAgdya- O

qeEP

5.3 SOS proofs as semidefinite sets

Fix a set of polynomials ) and a further polynomial p = )  a,2® such that deg(p) < 2d.
Our goal now is to describe degree-2d SOS proofs of the polynomial inequality p > 0 from @)
as points in a semidefinite set Ky(Q,p) that we are about to define. Recall that a degree-
2d SOS proof of p > 0 from @ is an indexed set of polynomials {s, : ¢ € Q} that satisfy an
identity 10 4S¢ =D where Q) = Q U B,, and for every ¢ € @, the polynomial 54 1s a sum
of squares of polynomials and has degree at most 2d,. A polynomial s of degree at most 2t
is a sum of squares if and only if there exists a positive semidefinite matrix Z indexed by
monomials of degree at most ¢ such that s = (M,, Z). Therefore, there exists a degree-2d SOS
proof of the polynomial inequality p > 0 from @ if and only if, for every q € Q, there exists
a positive semidefinite matrix Z, indexed by monomials of degree at most d, such that

> q(My, Zg) =) ana. (5.8)

qeQ a

Let us have a closer look at the expression »_ - q(Ma,, Zq) on the left-hand side of the
above identity. It can be rewritten in terms of the matrices introduced at the beginning of

Subsection 5.2:
Zq<qu7 Zy) = Z(Mq,dcp Zy) = Z(Z waAq,dq,av Zg) =

q€Q q€Q qeQ @ (5.9)
= Z l‘a Z<AQ7dQ7O“ Zq>
a qeQ

Hence, there exists a degree-2d SOS proof of p > 0 from @ if, and only if, there exists a set of
positive semidefinite matrices {Z, : ¢ € @} such that for every ¢ € @) the matrix Z, is indexed
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by monomials of degree at most d, and for all || < 2d it holds } - 5(Aqd,.0s Zg) = @a, Which,
in turn, can be expressed as non-emptiness of the semidefinite set K4(Q,p) C R given by:

Z(Aq7dq,a,Zq> =a, for |a| <2d and X >0, (5.10)
q€Q

where J; = {(¢,2%) : g € Q, || < d,} is a set of indices, X is a J; x J; symmetric matrix of
formal variables, I; = {{(q,2%), (¢, )} : (¢,2%), (¢, x*) € J4} is a set of variable indices,
and for every ¢ € @, the matrix Z, is the principal submatrix of X corresponding to the
rows and columns indexed by {(¢,z%) : |o| < d,}.

Indeed, from every feasible point X € Ky(Q,p) we get a set of positive semidefinite
matrices {Z, : ¢ € Q} satisfying the identity (5.8) by setting Z, be the principal submatrix
of X corresponding to the rows and columns indexed by {(g,2?) : |a| < d,}. On the other
hand, any set of positive semidefinite matrices {Z, : ¢ € Q} satisfying the identity (5.8) can
be extended to a point in K4(Q,p) by setting all remaining variables to 0.

The representation of the semidefinite set Ky4(Q, p) can be easily obtained from the repre-
sentation of the set of polynomials () and the polynomial p by means of FPC-interpretations:

Fact 5.4. For every fixed positive integer d, there is an FPC-interpretation that takes a set of
polynomials (Q and a polynomial p as input and outputs a representation of the semidefinite
set Kq(Q,p). Moreover, there exists a constant c, independent of d, such that the formulas
in the FPC interpretation have at most cd variables.

Therefore, as a consequence of Theorem 4.10 we obtain Corollary 5.1.

Proof of Corollary 5.1. Let us fix a positive integer d and let ® be the FPC-interpretation
from Fact 5.4. We compose ¢ with the C¢ -sentence from Theorem 4.10 that decides
the exact feasibility of semidefinite sets. The resulting sentence ¢ decides the existence of
an SOS proof of degree 2d. It is a sentence of C* , where k = cd, for an integer c that is
independent of d. A C%, -sentence deciding the existence of an SOS refutation of degree 2d
is obtained analogously by starting with an FPC-interpretation which takes as input a set

of polynomials @ and outputs the semidefinite set K4(Q, —1). ]

5.4 SOS refutations

We will now relate the existence of SOS refutations of a set of polynomials ) to the primal and
dual problems in the Lasserre hierarchy for the polynomial optimization problem POP(0; Q).
Then we will introduce the concept of e-approximate SOS refutation and use the primal-dual
correspondence to show that, for small enough € > 0, the existence of SOS refutations is
equivalent to the existence of e-approximate ones. It will follow from this that the problem
of deciding the existence of SOS refutations of a fixed degree reduces, by means of FPC-
interpretations, to the weak feasibility problem for semidefinite sets.

For any set of polynomials @, the polynomial optimization problem POP(0; Q), character-
izing the existence of 0/1-solutions to the system of polynomial inequalities {g > 0: ¢ € Q},
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will be denoted by SOL(Q):
(SOL(Q)) : inf, 0 s.t. g(x) >0 for g€ Q. (5.11)

Indeed, the optimization problem SOL(Q) is feasible if and only if the system of polynomial
inequalities {¢ > 0 : ¢ € Q} has a 0/1-solution if and only if the optimal value of SOL(Q)
is 0. Otherwise, the optimal value of SOL(Q) is +o00. Although we care only about the
feasibility of SOL(Q), we define it as an optimization problem, since we want to analyze its
Lasserre SDP relaxations.

For a positive integer d, by (P;(Q), D4(Q)) we denote the level-d Lasserre SDP relaxation
of the polynomial optimization problem SOL(Q), i.e., P;(Q) is the semidefinite program:

inf ,, 0
st. yp=1 . (5.12)
Mq,dq(y) i 0 for q S Q

and D4(Q) is the semidefinite program:

sup 2,7
s.t.
AgdgarZq) =0 for 1 <ol <2d (5.13)

e_<
=0 for g e Q

Observe that degree-2d SOS refutations of () correspond precisely to the feasible solutions
to Dy(Q) with value 1 (see (5.8) and (5.9)). The following lemma summarizes the relationship
between degree-2d SOS refutations of () and solutions to the program Dy(Q). The second
equivalence follows from the fact that by multiplying a solution to D4(Q) with value v by
any ¢ > 0 we obtain another solution with value cv.

Lemma 5.5. There exists an SOS refutation of Q of degree 2d if and only if Dg(Q) has a
solution with value 1 if and only if the optimal value of Dg(Q) is +oo.

For a system of polynomials @), a pseudoexpectation for ) of degree 2d is a linear map-
ping F' from the set of polynomials of degree at most 2d over the set of variables zq,...,x,
to the reals such that F(1) = 1, and for every ¢ € Q and every sum of squares polynomial s
of degree at most 2d,, we have F(¢gs) > 0.

A linear mapping from the set of polynomials of degree at most 2d to the reals is uniquely
defined by its restriction to monomials. Therefore, there is a natural one-to-one correspon-
dence between linear functions from the set of polynomials of degree at most 2d to the
reals and assignments to the set of variables {y, : || < 2d} of the program P;(Q), given
by G(ya) = F(z*). We recall the known fact that an assignment G to the variables of P,(Q)
is a feasible solution if and only if F' is a pseudoexpectation of degree 2d.

Lemma 5.6. There exists a degree-2d pseudoexpectation for Q) if and only if the pro-
gram Py(Q) is feasible.
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Proof. Let F be a linear function from the set of polynomials of degree at most 2d to the
reals and let G be the corresponding assignment to the variables of P,;((). The statement
of the lemma follows by showing that for every ¢ € @, the matrix M,q,(G(y)) is positive
semidefinite if and only if for every sum of squares polynomial s of degree at most 2d,, we
have F(gs) > 0.

Let us take some ¢ € Q. Observe that for every matrix Z indexed by monomials of degree
at most d,, we have

(My.4,(G (), Z) = (F(Mya,), Z)) = F((gMa,, Z)) = F(q(Ma,, Z)). (5.14)

The matrix M, q,(G(y)) is positive semidefinite if and only if for every positive semidefinite
matrix Z indexed by monomials of degree at most dy, it holds that (M, 4 (G(y)),Z) =
F(q(Mg,, Z)) > 0if and only if F'(gs) > 0 for every sum of squares polynomial s of degree at
most 2d,. The last equivalence follows from the fact that a polynomial s of degree at most 2t
is a sum of squares if and only if there exists a positive semidefinite matrix Z indexed by
monomials of degree at most ¢ such that s = (M, 7). O

Note that by summing the inequalities 1 — xy > 0,...,1 — x,, > 0, together with the
inequalities #; — 22 > 0,...,z, — 22 > 0, we get the inequality n — > ich] 22 > 0, which
witnesses the fact that the problem SOL(Q) is encircled. By Lemma 5.3 and Theorem 5.2 it
follows that for the problem SOL(Q) there is no duality gap between primal and dual SDP
problems in the Lasserre hierarchy. In particular, the optimal value of D;(Q) is 400 if and
only if P,(Q) is infeasible. Now, recall from Lemma 5.5 that the optimal value of D4(Q)
is +o0 if and only if there exists an SOS refutation of () of degree 2d, and from Lemma 5.6
that the program P;((Q) is infeasible if and only if there is no pseudoexpectation for @) of
degree 2d. Hence, we obtain the following:

Corollary 5.7. There exists an SOS refutation of () of degree 2d if and only if there is no
pseudoexpectation for Q) of degree 2d.

For any € > 0, an e-approzimate degree-2d SOS refutation of a set of polynomials @ is
an indexed set of polynomials {s, : ¢ € @} that satisfy an identity

Z qsq = Z aax”, (5.15)

q€Q

where for every ¢ € @, the polynomial s, is a sum of squares, for each z® of degree at
least 1 we have |a,| <€, and |1+ ay| < e. In the same way as the degree-2d SOS refutations
correspond to the points in the semidefinite set K4(Q, —1), the e-approximate degree-2d SOS
refutations correspond to the points in the e-relaxation of Ky(Q, —1).

In what follows, suppose that ) has no degree-2d SOS refutation. By Corollary 5.7, there
exists a degree-2d pseudoexpectation. This in turn, as we will show now, precludes even the
existence of e-approximate refutations, for small enough €. The key is the following lemma,
which says that in the presence of Boolean axioms the absolute values of a pseudoexpectation
on the set of monomials are bounded by 1.
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Lemma 5.8. If F' is a degree-2d pseudoexpectation for @, then 0 < F(m) < 1 for every
monomial m of degree at most d, and —1 < F(m) < 1 for every monomial m of degree at
most 2d.

Proof. Consider a monomial m written as a product of powers of distinct variables. The
multilinearization m of m is the monomial obtained from m by replacing each ¢ with ¢ > 2
that appears in this product by x. For instance, the multilinearization of z2y3z is the
monomial xyz.

First we show that if m is a monomial of degree at most 2d, then F(m) = F(m). We
do this by showing that F(z?m) = F(xm) for every variable z and every monomial m of
degree at most 2d — 2. Fix such a monomial m and let » and s be monomials of degree at
most d — 1 such that m = rs. Note that m = p* — ¢* where p = (r +s)/2 and ¢ = (r — 5)/2,
and both p? and ¢? have degree at most 2d — 2. It holds that

F((a® = z)m) = F((2* — 2)(p” — ¢*))

= F((«* — 2)p*) + F((z — 2%)¢%) (5.16)
> 0,
F((a* —2)m) = F((2* — 2)(p° - ¢*))
= (2 )?) ~ Pl(a ) (5.7
<0,

where the last inequalities in (5.16) and (5.17) follow from the fact that the polynomials 22 —x
and x—2? are Boolean axioms so they belong to @ and d,2_, = d,_,2 = 2d—2. Hence, by the
definition of a pseudoexpectation all the values F'((z* — z)p?), F((x — 2%)¢*), F((2* — x)¢?)
and F((x — 2?)p?) are non-negative.

This shows that F((2? —z)m) = 0 and hence F(x?m) = F(xm).

Now we show that 0 < F(m) < 1 for every monomial m of degree at most d. By the
previous paragraph we have F(m) = F(m?), and F(m?) > 0 because m? is a square of
degree at most 2d. The other inequality will be shown by induction on the degree. For the
empty monomial 1 we have F(1) = 1. Now let m be a monomial of degree at most d — 1
such that F'(m) < 1 and let x be a variable. It holds that F(m) — F(am) = F((1 —x)m) =
F((1 —2)m?) > 0, and hence F(xm) < F(m) < 1.

Finally, let m be a monomial of degree at most 2d and let r and s be monomials of
degree at most d such that m = rs. We have F(r?) + 2F(rs) + F(s*) = F((r + s)*) > 0.
Therefore, 2F (rs) > —F(r?) — F(s*) > —2, so F(m) > —1. Similarly F(r?) — 2F(rs) +

F(s*) = F((r — s)?) > 0. Therefore, 2F(rs) < F(r*) 4+ F(s?) < 2, so F(m) < 1. O
Let )
1/n+2d\
=_ ) 1
€n,d 3( 2 ) (5 8)

Note that 1/(3€,,4) is the number of monomials of degree 2d over the set of n variables.
We are now ready to show that the existence of a degree-2d SOS refutation of a system of
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polynomial inequalities with n variables is equivalent to the existence of an €, 4-approximate
such refutation.

Proposition 5.9. There exists an SOS refutation of Q) of degree 2d if and only if there exists
an €, g-approzimate SOS refutation of @) of degree 2d, where n is the number of variables

mn Q.

Proof. If () has an SOS refutation of degree 2d, then clearly it has an ¢, 4-approximate
refutation of degree 2d.

Now assume that ) has no SOS refutation of degree 2d. Therefore, by Corollary 5.7
there exists a pseudoexpectation of degree 2d. Let us denote it by F. Suppose that @) has
an €, g-approximate SOS refutation of degree 2d, i.e., there exists a set of sum of squares
polynomials {s, : ¢ € Q} such that

Z qs, = Z aax, (5.19)
9€Q @

where for each z* of degree at least 1, we have |a,| < €4, and |1 + ag| < €,.4.
Now, observe that F(qu(g 4sg) = > qeq Fgsg) > 0, while

n + 2d 1
F Wr%) = oF (%) < —1+¢€, nd < —=. 5.20
(gax) &@—l—%a (x*) < +e,d+( od )e,d ] (5.20)
This contradiction finishes the proof. O]

An e-relaxation of a convex set K is either empty, which clearly implies the emptiness
of the set K itself, or it has volume greater than ¢ (see Lemma 4.13), where § can be easily
computed by means of FPC-interpretations from the representation of K and €. We therefore
get the following:

Corollary 5.10. For every positive integer d, there is an FPC-definable reduction from the
problem of deciding the existence of SOS refutations of degree 2d, to the weak feasibility
problem for semidefinite sets.

Proof. The reduction is an FPC-interpretation which takes a set of polynomials ) with n
variables as input and outputs the e, 4-relaxation of K4(Q),—1) and a rational 6 > 0, such
that either the ¢, g-relaxation of K4(Q, —1) is empty, or it has volume greater than 4. m

6 Graph Isomorphism

We formulate the isomorphism problem for graphs G and H as a system ISO(G, H) of
quadratic polynomial equations with 0/1-valued variables. Let U and V' denote the sets of
vertices of G and H, respectively, assumed to be disjoint. The atomic type of a tuple of
points in a relational structure is the complete description of the equalities and the relations
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that the points in the tuple satisfy. In the special case of graphs, these are the equalities
and the edge and non-edge relationships between the vertices in the tuple. For ui,us € U,
we write tpg(ug,us) for the atomic type of (uj,us) in G. Similarly, for vy,v, € V, we
write tpy (vy, v9) for the atomic type of (v1,vy) in H. The system of equations has one 0/1-
valued variable z,, for each pair of vertices v € U and v € V; the intended meaning
of x,, = 1 is that the vertex u is mapped to v by a fixed isomorphism. The set of equations

of ISO(G, H) is the following:

Y ovev Tup —1 =0 for u € U,
wety Tuw — 1 =0 forv eV,

Ty oy Trug,vp = 0 for uy,ug € U,v1,v9 €V s.t. tpg(ur, ug) # tpy (v, v2).

When necessary, we think of the equations ¢ = 0 from ISO(G, H) as pairs of inequal-
ities ¢ > 0 and —¢ > 0. It is straightforward to check that the relational structure that
represents [SO(G, H) can be produced from G and H by an FPC-interpretation. As a struc-
ture, the pair of graphs (G, H) is given by two sorts U and V for U and V, and two binary
relations £ and F of types U x U and V x V for the sets of edges of G and H, respectively.
For sets of polynomial equations and inequalities we use the representation described in
Section 5.

Fact 6.1. There is an FPC-interpretation that takes a pair of graphs (G, H) as input and
outputs the set of equations ISO(G, H).

An SOS proof that G and H are not isomorphic is an SOS refutation of ISO(G, H). A
Sherali-Adams (SA) proof that G and H are not isomorphic is an SA proof of the inequal-
ity —1 > 0 from ISO(G, H), where an SA proof is an identity of the type (5.2) in which the
polynomials s, are not sums-of-squares but sums of extended monomials, i.e., polynomials of
the form ), ¢; HjeJi T, erKi(l — 1) where each ¢; is a positive real, and each J; and K;
is a subset of indices of variables. A Polynomial Calculus (PC) proof that G and H are
not isomorphic is a PC proof of the equation —1 = 0 from the system of polynomial equa-
tions ISO(G, H), where by PC we mean the (deductive) proof system for deriving polynomial
equations over R[z1, ..., x,] by means of the following inference rules: from nothing derive
the axiom polynomial equation 22 — z = 0, from the equations p = 0 and ¢ = 0 derive the
equation p 4+ ¢ = 0, and from the equation p = 0 derive the equations ap = 0 and zp = 0,
where p and ¢ are polynomials, a is a real, and x is a variable. In monomial PC, as defined
in [8], the polynomial p in the last rule is required to be either a monomial, or a product of
a monomial with one of the polynomials from the set of hypotheses (in our case ISO(G, H)),
or a product of a monomial and an axiom polynomial z? — .

We rely on the following facts from [3] and [8]:

Theorem 6.2. Let G and H be graphs and let k be a positive integer. The following are
equivalent:

1. G=FH, i.e., G and H cannot be distinguished by CF__-sentences,
2. there is no degree-k SA proof that G and H are not isomorphic,
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3. there is no degree-k monomial PC proof that G and H are not isomorphic.

To be precise, the main result in [3] is stated for the formulation of the graph isomorphism
problem as a system of linear equations with 0/1-valued variables. For that encoding, the
correspondence between =*-equivalence and the non-existence of degree-k SA proofs is not
exact but only a tight sandwich: if there is no degree-k SA proof that G and H are not
isomorphic then G =% H, and if G =F H then there is no degree-(k — 1) SA proof that G
and H are not isomorphic. However, it follows from the methods in [3] and [8] that, for the
quadratic encoding used here, Theorem 6.2 holds as stated. For the collapse result we are
about to prove, we use Corollary 5.1 and the implication 2. implies 1. from Theorem 6.2.

Theorem 6.3. There exists an integer ¢ such that, for all pairs of graphs G and H and all
positive integers d, if there is a degree-2d SOS proof that G and H are not isomorphic, then
there is a degree-cd SA proof that G and H are not isomorphic.

Proof. Fix a positive integer d. Let ® be the FPC-interpretation from Fact 6.1 and compose
it with the C¢  -sentence from Corollary 5.1 that decides the existence of SOS refutations of
degree 2d. The resulting sentence ¢ is a sentence of C¥__, where k = cd for an integer ¢ that is
independent of d. The sentence ¢ was designed in such a way that for every pair of graphs G
and H it holds that (G, H) = ¢ if and only if there is a degree-2d SOS proof that G and H
are not isomorphic. In particular, since there certainly is no degree-2d SOS proof that G
is not isomorphic to an isomorphic copy of itself, we have (G',G) | —¢, where G’ is an
isomorphic copy of G on a disjoint set of vertices. Now assume that there is no degree-k SA
proof that G and H are not isomorphic. We get G =F H by Theorem 6.2, from which it
follows that (G', G) =F (G, H) because G’ = G and hence G’ =* G, and G —F H. Since ¢ is
a Ck_-sentence and (G',G) = —¢ we get (G, H) = —¢. Therefore, by design of ¢, there is

no degree-2d SOS proof that G and H are not isomorphic. O

Next we use the result of Berkholz [7] showing that, for systems of polynomial-equations
over 0/1-valued variables, SOS simulates PC.

Theorem 6.4 ([7]). Let Q be a system of polynomial equations with real coefficients over 0/1-
valued variables and let d be a positive integer. If Q) has a PC refutation of degree d, then )
has an SOS refutation of degree 2d + 1.

The discrepancy between the 2d + 1 in the conclusion of Theorem 6.4 and the 2d in the
conclusion of Theorem 1.1 from [7] is due to a small difference between our definition of SOS
and the variant of SOS used in [7]. We discuss this next. We focus on the case of polynomial
equations, which is the subject of the above theorem. We denote the variant by SOS'.

Given a system of polynomial equations @@ = {¢ = 0 : i € [k]} over Boolean vari-
ables and a polynomial ¢, an SOS’ proof of ¢ > 0 from @ is a sequence of polynomi-
als (g1,--+, 9k, P, ..., hn, So) that satisfy an identity

ZQZ91+Z iL’ _-73] h + S0 = (61)

1€[k] jE€[n]
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where the polynomial sj is a sum of squares of polynomials. To be able to compare SOS
with SOS" we view each equation ¢; = 0 in @) as two inequalities ¢; > 0 and —¢; > 0. Hence,
an SOS proof of ¢ > 0 from @ is a set {s1, ..., s, } of sum of squares polynomials that satisfy
the identity »_ jeim PiSj = 4, where, for every j € [m], the polynomial p; either is in the
set {q1, —q1,---,qk, —qx} or is one of the Boolean axioms listed in (5.1).

Lemma 6.5. Let QQ be a system of polynomial equations over 0/1-valued variables. If ¢ > 0
has an SOS' proof from Q of degree 2d, then it has an SOS proof from @ of degree at most
2d + 1.

Proof. For any polynomial p and any monomial m, such that deg(pm) < 2d, we will show
that the product pm can be written as pm = ps+ (—p)s’, where s and s’ are sums of squares
of polynomials and deg(ps) = deg(—ps’) < 2d + 1. This last fact implies that the left-hand
side of any degree-2d SOS’ proof as in (6.1) can be rewritten as follows

St T ad+ (e s+ 3oy ) 62)

i€[k] J€[n] J€[n]

where, in the sequence (s1,...,8k, 81, ) Sks 215y 2n, 21 -+, 20sS0), all the polynomials
are sums of squares. As a result of this rewriting we obtain an SOS proof of ¢ > 0
from {q1, —q1,--.,qr, —qx}, and hence an SOS proof of ¢ > 0 from @ by the convention
that we introduced to be able to compare SOS with SOS’. Note that the degree of the proof
increases by at most 1.

Take any polynomial p and any monomial m, such that deg(pm) < 2d. Let r and ¢
be monomials such that m = rt and |deg(r) — deg(¢)| < 1. Then we have m = s — ¢,
where s = ((r +1)/2)? and s’ = ((r — ¢)/2)?. Moreover, deg(s) = deg(s’) < deg(m) + 1.
We obtain, pm = ps + (—p)s’, where s and s are sums of squares of polynomials and
deg(ps) = deg(—ps’) < 2d + 1, which finishes the proof. ]

For graphs G and H, let sos(G, H), sa(G, H), monpc(G, H) and pc(G, H) denote the
smallest degrees for which SOS, SA, monomial PC and PC prove that G and H are not
isomorphic, respectively, taken as oo if the graphs are isomorphic. Combining Theorems 6.4,
6.2, 6.3, we get a full cycle of implications.

Corollary 6.6. There exists an integer constant ¢ such that, for all pairs of graphs G and H,
the following inequalities hold:

1 (sos(G,H) — 1) < pe(G, H) < monpe(G, H) <sa(G,H) < §-sos(G, H). (6.3)

2"

Let us now state the collapse for the primals. Recall from Subsection 5.2 that the Lasserre
SDP relaxation of a polynomial optimization problem is defined to be a primal-dual pair of
semidefinite programs. However, it is the primal that is most often referred to as the Lasserre
relaxation. This is the terminology we will use now. For a positive integer k, let LAy (G, H)
denote the level-k Lasserre relaxation of ISO(G, H), i.e., the primal in the primal-dual SDP-
pair (P,(ISO(G, H)), Dx(ISO(G, H))) as defined in Subsection 5.4. By Lemma 5.5 and the

41



strong duality implied by Lemma 5.3 and Theorem 5.2, for every positive integer d it holds
that LAyy(G, H) is feasible if and only if there is no degree-2d SOS proof that G and H are
not isomorphic. Similarly, we write SA,(G, H) to denote the primal in the primal-dual LP-
pair corresponding to the level-k Sherali-Adams relaxation of ISO(G, H) as defined in |29,
Section 4] for generic systems of polynomial constraints over 0/1-valued variables. We refer
to it as the level-k Sherali-Adams relaxation of ISO(G, H). In this case, strong duality holds
by the duality theorem for linear programming, and the dual solutions are degree-k SA
refutations of ISO(G, H). It follows that, for every positive d, the linear program SA4(G, H)
is feasible if and only if there is no degree-d SA proof that G and H are not isomorphic.
Theorem 6.3 gives then the following.

Corollary 6.7. There exists an integer ¢ such that, for all pairs of graphs G and H and
all positive integers d, if the level-2d Lasserre relazation of ISO(G, H) is infeasible, then the
level-cd Sherali-Adams relazation of ISO(G, H) is infeasible.

As mentioned in the introduction, our proof of Corollary 6.7 is very indirect as it goes
through many black boxes. It would be very instructive to find a concrete and direct way of
lifting feasible LP-solutions of SA.4(G, H) to feasible SDP-solutions of LA, (G, H). Corol-
lary 6.7 and the fact that its indirect proof is nonetheless constructive imply that such a
direct way of lifting does, in principle, exist.
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