
Sparse direct solver on top of large-scale multicore systems with
GPU accelerators

Solving large sparse linear systems is a crucial and time-consuming step, arising in
many numerical simulations. Consequently, many parallel sparse matrix factorization
techniques have been studied.

Since sparse direct solvers are built with dense linear algebra kernels, we are writ-
ing prototype solvers on top of PLASMA and MAGMA libraries. Modern architec-
tures induce strongly hierarchical topologies, and we have developed dynamic schedul-
ing designed for those architectures in the PASTIX solver. We are evaluating a way to
replace this scheduler by a generic framework ( DAGUE or STARPU ) to execute the
sparse factorization task graph. This work aims at designing algorithms and parallel
programming models to implement direct methods on emerging GPU-equipped com-
puters.
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