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Communication networks
$\rightarrow$ design interactions among entities
$\rightarrow$ study what can be done from within
$\rightarrow$ distributed algorithms...


## Distributed Algorithms



Collaboration of distinct entities to perform a common task.
No centralization available. No global knowledge.
(Think globally, act locally)
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Consensus, naming, routing, exploration, ...

Propagating a piece of information from one node to all others.


Distinguishing exactly one node among all.


Selecting a cycle-free set of edges that interconnects all nodes.


Determining how many participants there are.
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$1-*$
$\mathcal{E}^{1 \forall}$
$1 \stackrel{s t}{\stackrel{s t}{*}} *$
$\mathcal{J}^{1 \forall>}$
$1 \rightsquigarrow *$
$\mathcal{J}^{1 \forall}$
$\underset{*-*}{\mathcal{K}}$

$$
\begin{aligned}
& \mathcal{T C} \mathcal{C}^{>} \\
& * \stackrel{s t}{\sim}
\end{aligned}
$$

$$
\underset{* \sim *}{\mathcal{T C}}
$$

$$
\mathcal{J}^{\forall 1}
$$

$$
* \rightsquigarrow 1
$$
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(a) The network.

(b) Foremost broadcast trees from a depending on the starting date.
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Can we exploit this property even if we don't know which subset of edges is recurrent?
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Ex: MinimalDominatingSet and MaximalindependentSet


Robust MDS


Non robust MDS



Local algorithm for $\forall$ MIS
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$\rightarrow$ Impact on problems, e.g. TSP $\nearrow$


Acceleration does impact the visit order!

The content of this talk can be found in https://arxiv.org/abs/1807.07801

