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Abstract. Web services orchestrations and choreographies require es-
tablishing Quality of Service (QoS) contracts with the user. This is
achieved by performing QoS composition, based on contracts established
between the orchestrator and the Web services called in the orchestration.
Typical QoS parameters include maximum query throughput, response
time, security, and validity of the response. Usually, QoS contracts are
stated in the form of hard guarantees (e.g., response time always less
than 5 msec). However, experiments and measurements from existing
Web services show evidence that soft guarantees, not hard, should be
stated instead (e.g., response time less than 5 msec in 95% of the cases).
In a previous work [1] we have proposed using soft contracts, by taking
a probabilistic approach. Contracts are characterized by means of a set
of selected quantiles of probability distributions for QoS parameters. We
showed how to compose such contracts, to yield a global QoS (proba-
bilistic) contract for the orchestration. Our approach is supported by
the TOrQukE tool, that performs probabilistic contract composition, au-
tomatically, from orchestration specification and QoS contracts with the
Web services called by the orchestration.

In this work in progress, we develop monitoring techniques for detecting
the violation of such soft probabilistic contracts. Monitoring of the called
services is performed by the orchestration. We propose two simple sta-
tistical methods for monitoring the called services for contract violation.

1 Introduction

Web Services Orchestrations have attracted growing interest over the last years
[7,20]. They are now considered an infrastructure of choice for managing busi-
ness processes and workflow activities over the Web infrastructure [3]. In this
context, the Web services for composition are mainly of transactional nature.
BPEL [7] has become the industrial standard for specifying orchestrations. Nu-
merous studies have been devoted to relating BPEL to mathematical formalisms
for workflows, such as WorkFlow nets (WFnets) [8] a special subclass of Petri
nets, or the pi-calculus [15]. This has allowed developing analysis techniques and
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tools for BPEL [16,18] including functional aspects of contracts [10], as well as
techniques for workflow mining from logs [17].

When applied to the management of OEM /supplier cooperations, orchestra-
tions must make precise the duties and responsibilities of the different actors
in such chains. This is achieved by relying on contracts [6]. Contracts specify
the requirements each subcontractor must satisfy; from these, the overall con-
tract between orchestration and its customers can be established. This process
is called contract composition.

While functional aspects of contract composition rely on the above mentioned
formal models and techniques [10], Quality of Service (QoS) aspects must be
handled as well. The Web Service Level Agreement (WSLA) framework [19] is a
standard proposed by IBM for specifying (and monitoring) QoS parameters in
Web Services. Most SLAs commonly tend to have QoS parameters which are mild
variations of the the following measures: response time (latency); availability;
maximum allowed query rate (throughput); and security.

To the best of our knowledge, all composition studies consider performance
related QoS parameters of contracts in the form of hard bounds; two noticeable
exceptions are [22] and [12]. For instance, response times and query throughput
are required to be less than a certain fixed value and validity of answers to queries
must be guaranteed at all times. When composing contracts, hard composition
rules are used such as addition or maximum (for response times), or conjunction
(for validity of answers to queries).

Whereas this results in elegant and simple composition rules, this general
approach by using hard bounds does not fit the reality well. Figure 1 displays
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Fig. 1. Measurement records for response times, for Web service StockQuote.



a histogram of measured response times for a “StockQuote” Web Service which
returns stock prices of a queried entity [30]. These measurements show evidence
that the tail of the above distribution cannot be neglected. For example, in this
histogram, quantiles of 90%, 95%, and 98%, correspond to response times of
6,494 ms, 13,794 ms, and 23,506 ms respectively. Setting hard bounds in terms
of response time would amount to selecting, e.g., the 98% quantile of 23,506 ms,
leading to an over pessimistic promise, for this service.

In fact, users would find it very natural to “soften” contracts: a contract
should promise, e.g., a response time in less than T milli-sec for 95% of the cases,
validity in 99% of the cases, accept a throughput not larger than N queries per
second for 98% of a time period of M hours, etc. This sounds reasonable but is
not used in practice, partly because soft contracts based on quantiles as above
are not supported by composition rules.

In [1] we proposed a probabilistic approach to soft QoS contract composi-
tion. Our soft contracts are based on probability distributions. While probabilis-
tic contracts seem, at a first glance, technically involved, we showed that they
compose easily. We also showed that the QoS contract for the orchestration ob-
tained by our method are much less pessimistic than those based on hard bound
reasoning, thus evidencing opportunities for well sound overbooking. In [12], the
authors present a tool for statistical exploration of QoS in composed services in
order to detect performance bottlenecks, i.e., components whose replacement
would improve overall performance, from an offline point of view. Contract de-
sign and algorithms for on-the-fly monitoring are not considered. Moreover, the
approach deals only with “box-and-lines” descriptions of workflows; here, we
incorporate general orchestrations formally described by programs in the Orc
language [24].

The paper is organized as follows. Section 2 briefly reviews probabilistic soft
contracts [1]. Then, the problem of soft contract monitoring is set in Section 3.
Section 4 is devoted to the presentation of two different statistical monitoring
techniques of individual services.

2 Probabilistic soft contracts

For transaction based Web services orchestrations, the situation is the following:

— The orchestration has direct knowledge of the resources of its own server
architecture. It knows the traffic it can support, and it can measure the
ongoing traffic at a given time.

— The resources and extra traffic for each called Web service is not known to
the orchestration—other users of these services belong to the “open world”
and the orchestration just ignores their existence.

— The resources and extra traffic for the transport network infrastructure are
not known to the orchestration—other traffic belongs to the “open world”
and the orchestration just ignores it.

Contracts have therefore emerged as the adequate paradigm for QoS of orches-
trations and, more generally, of composite Web services in open world contexts.



A contract consists of an agreement on QoS parameters of the kind listed before.
Contracts provide the orchestration with the information needed to construct its
own offer to customers. Classically, contracts are formulated as hard bounds on
some QoS parameters. As argued in the introduction, it is preferable to charac-
terize contracts in terms of probability distributions over QoS parameters. Hard
bounds on parameters will then be replaced by “soft” bounds, of probabilistic
or statistical nature. A technique for probabilistic contract composition has been
developed in [1]. It consists of a Monte-Carlo technique to be applied at design
time, for composing contracts with sub-contracting Web services to derive the
contract that the orchestration can offer to its customers. This technique is im-
plemented in the TOrQuE (Tool for Orchestration simulation and Quality of
service Evaluation) tool , see [1], which performs the following:

1. Starting from an orchestration specified in Ore [24], TOrQuE produces par-
tially ordered executions for it, and labels the corresponding events with QoS
attributes.

2. For each called service, samples of answers to queries equipped with their
QoS parameters are drawn at random, either from a probability distribution
promised by contract, or by re-sampling collected measurements.

3. Each sample of answer to query, randomly produced for the different services,
is then fed to the above QoS-enhanced orchestration model, and executed to
produce one sample of {orchestration outputs, associated QoS parameters}.

4. These Monte-Carlo runs produce an empirical probability distribution for the
tuples consisting of {orchestration outputs, associated QoS parameters}. The
latter can be used to establish contracts with customers of the orchestration.

Compared with either techniques using hard bounds, or heuristics manipulating
soft contracts, our probabilistic technique was shown to be much less conserva-
tive, opening room for well sound overbooking.

3 Monitoring probabilistic soft contracts: problem setting

The very principle of the paradigm of contracts can be stated as “trust and
monitor”. That is, when setting its own contracts with customers by contract
composition following the principles of Section 2, the orchestration will trust the
called services that they will meet their contracts. However, life is not so simple
and in reality the orchestration must monitor the called services for possible
violation of their contracts. Follow up actions can consist of setting financial
penalties and/or reconfiguring the orchestration by calling alternative, function-
ally equivalent, services.

Reconfiguration has been studied by several authors [4,5,9,11,14] in the con-
text of hard contracts where detection is trivial (the considered QoS parameter
exceeds the threshold value agreed in the contract). As we said, hard contract
monitoring naturally results in drastic policies, possibly leading to excessive
decisions—a single contract violation would be seen, by the orchestration, as a
fault of the called service. In practice, heuristics would be used to soften such



drastic decisions. Our approach of soft probabilistic contracts offers a math-
ematically sound framework for soft monitoring of the called services, by the
orchestration. In this paper, we illustrate it for the case of response time.

The idea is as follows: Suppose that a given service S has promised, to
the orchestration, a probability distribution Pg for its response time §. Equiv-
alently, probability distribution Pg is also characterized by the collection of all
its quantiles Fg(z) =get Ps(d < ), for x ranging over the interval of all pos-
sible values for the response time. Let the orchestration observe the sequence
01,02, ...,0n,... of actual response times for the service S. Then

Card({ 0y, | m < n and 0,, < z})
£
n

F\S,n(x) —de (1)

is the proportion of observed response times less than x among the n first queries
of service S, by the orchestration (symbol “Card” denotes cardinality of the
referred set). Then, informally, the contract is met if, “for n large enough”:

Va : Fg,(z) > Fs(z) (2)

holds, i.e., the observed empirical probability that the response time is less than
x is not smaller than promised.

Statement (2) is too informal, however, since the empirical cumulative dis-
tribution function ﬁsm(a:) fluctuates with n, depending on the recorded ob-
servations. As a result, rejection decisions would heavily depend on particular
abnormal value observed for the response time, something that soft monitoring
should precisely avoid. To develop suitable algorithms, we cast our problem in
the framework of (sequential) statistical decision theory.

Statistical testing for stochastic dominance [2] provides the adequate math-
ematical framework to properly state and solve the monitoring problem. Here
the problem is stated as follows: let Fig be the cumulative distribution function
promised by the service’s contract; let F' be the actual cumulative distribution
function of the service. We wish to decide between the two hypotheses:

Hy(the contract is met) : YV, F(x) > Fs(x)
against (3)
Hj (the contract is violated) : 3z, F((z) < Fs(x)

In the next section, we propose two different methods for solving statistical
decision problem (3). The first method is a sequential method. Rather than
detecting if the contract is violated, the method detects when it gets violated.

4 Two statistical methods for soft contract monitoring

4.1 First method: Page-Hinkley Cumulative Sum

Let F(z) = P(0 < z) be the cumulative distribution function for the response
time § of the considered service. Fix an integer K > 0, select K successive
quantiles

0<d; < <dg =4 (4)



and set, for k=1,..., K:
pe = F(di) — F(di—1) (5)
Consider the following statistics:

Card({ 6, | m <mn and di—1 < 6y, < di})
n

(6)

which counts the proportion of observations sitting between dj_1 and dy, for the
n first observations. Let &, be the column vector obtained by stacking the & ,,,
for k =1,..., K. The multivariate Central Limit Theorem [13] states that 4, for

ék,n —def

-

0 pLp2 Pi ), (7)

and n large enough,
Cn =def V1(En — 1) (8)

is asymptotically distributed as the zero mean Gaussian distribution N (0, Y),
written

Cn ~ N(0,5), 9)
where covariance matrix Y is equal to
pi(l—=p1) —pip2 ... —PiPK
—p2p1 p2(l—p2) ... —papK
Y= . . . . (10)
—prp1 —Prp2 .- Px(l—DpK)

The interest of statistics ¢, is that it (asymptotically) has a known probability
distribution, meaning that statistically sound decision procedures can be devel-
oped on top of it.

Following (3), let Fs(z) be the cumulative distribution function for the re-
sponse time of service S. Cumulative distribution function Fs(z) is called the
nominal model for the response time, and it is assumed known (in our case, it is
set by contract). Then, let F(z) be the actual cumulative distribution function
of service S. The latter may or may not coincide with Fg(x) but is in any case
unknown a priori (we do not know how the called service will actually behave).
The orchestration’s task is to detect whether or not the contract is met by the
called service, i.e., whether or not

“F(z) sits on the right, not wrong, side of Fg(z)” (11)

Fix 0 < dy < --- < dg = 400 as in (4). Denote by p and pg, and by X and
Xs, the quantities associated with F' and Fg via (5), (7) and (10), respectively.

4 XT denotes transpose of matrix X.



Problem (11) is formalized as the following statistical decision problem. Let
0 € R¥ be a design parameter vector (its selection is discussed later). Upon
observing the QoS parameters of the considered service, decide

Ho(0) : 07 (1 — ps) > 0

against Hy(0) : 07 (u — ps) <0 (12)

where superscript 7 denotes transpose, so that 07 (1 — pg) is the scalar product
between the two K-dimensional vectors ¢ and u— pug. Note that u— pug captures
how the actual behaviour of the considered service deviates from the nominal

one. How should we select 87 Let 61,...,0x be the components of vector 6. Pick
some k € {1,..., K} and take

0= =0,=1,0k1=--=0g=0 (13)
Then,

k k k
0" (1 —ns) =Y (pj —ps;) = ij - ZPS,]‘ = F(dx) — Fs(dy)

Jj=1

Thus, considering decision problem (12) with design choice (13) amounts to
monitoring the kth quantile, for the considered service. The different quantiles
can then be monitored by selecting k in (13) accordingly.

The next step is to translate decision problem (12) into some appropriate
statistics based on observations. To this end, consider the scalar quantity:

Cz —def eTCn = \/ﬁeT(fn - /J'S) (14)
By (9), we know that /n67 (&, — u) ~ N(0,02), which implies ¢? ~ N (fig, 02),

where

fig =det 07 /n(p — ps) , 05 =aet 0720

Therefore,
Hy holds iff g >0
H, holds iff g <0

Thus our decision problem boils down to that of detecting when the mean of
approximately Gaussian scalar random variable ¢? crosses the zero axis down-
ward. Now, at this point, the covariance matrix X' is associated with unknown
cumulative distribution function F. We could estimate it, but we prefer to sim-
ply replace it by X, which is associated to Fs and can thus be pre-computed
prior to running the monitoring procedure. Consider the statistics

X0 =2 (S8 0 <s,<0) = 6 is)

We have E(X?) = U%HT(,u — ns), where E denotes expectation under actual
cumulative distribution function F. Also, for n large, we asymptotically have

1 « 1 Lo
— an:gNN<,1>
\/ﬁ,; UGC o9



Following an argument used in Section 5.4 of [27], we can replace decision Prob-
lem (12) by the following asymptotically equivalent one:

detect when E(X?) becomes negative,

where X? is considered an independent Gaussian sequence. Thus our decision
procedure needs to decide between the two regions E(X?) > 0 and E(X?) < 0.

This raises the well known difficulty in statistics that the two regions are
not distant from each other, which causes problem for constructing a mean-
ingful statistics to separate them. The known technique to deal with this is to
approximate the two regions E(X?) > 0 and E(X?) < 0 by E(X?) > +¢ and
E(X?) < —¢, where ¢ > 0 is some small parameter. Accordingly, we consider the
following on-line change detection problem for the mean of X?:

detect when E(X?) switches from +¢ to —e, (15)

In (15), € is a design parameter the tuning of which we discuss below. On-
line detection problem (15) is solved by running the following Page-Hinkley
cumulative sum test [28,27]:

C8=0,and CY = (CY_ |, — X0 —¢), (16)
where z; =g4er max(x,0). Parameter ¢ is the tolerance bound, i.e., it states how
far below zero fig can be tolerated before detecting contract violation. Now, as
long as E(XY) > +¢ holds, then CY sticks to zero with random fluctuations
above zero that have a “normalized” size, thanks to the scaling factor used in
the definition of X?. In turn, as soon as E(X?) < —¢ occurs (the contract gets
violated for the considered quantile), then C? rapidly grows away from zero and
detection occurs. A typical behaviour of C? is illustrated on Figure 2. Note that,

detection threshold

R

Fig. 2. Joint behaviour of X? and C?. The former is shown on the bottom
diagram, in blue, as a piecewise linear curve interpolating the successive values
X0 ., X9 Xgﬂ, etc. We also show in dashed the two levels £¢. Then, we show
on top and in red the corresponding behavior of CY. Note the detection delay.



if 0 is selected as in (13), then
E(X?) = +e  F(dy,) — Fo(dy) =€ x 0 (17)

To monitor a contract consisting of the promised cumulative distribution func-
tion Fg, apply (6-10) with the following design choices:

K : user defined; Fy=Fg; p1=--=px=1/K.

Choosing K too small amounts to considering coarsely spaced quantiles, which
reduces the accuracy of the monitoring procedure. On the other hand, choosing
K too large would result in finely spaced quantiles, which calls for larger n to
have enough data in each bin, which in turn result in larger delays for detecting
violations. Properly tuning K according the best tradeoff from the designer’s
viewpoint, is therefore important.

Now, at this point it should be clear that our contract monitoring procedure
only uses the K selected quantiles, not the entire cumulative distribution Fg.
This also means that the contract itself can be stated in terms of these quantiles,
there is no need for agreeing on a fully detailed probability distribution. Com-
paring with the common sense single-quantile based contracts, we only need to
move to multi-quantile contracts, and our comprehensive soft contract approach
can be applied.

4.2 Second method: bootstrapping

Our second method consists in checking in a more direct way that that condition
(2) gets violated:

dx - ﬁsm(x) < Fs(x) (18)

The problem with detection rule (18) are the random fluctuations of ﬁgn(x)
Thus we introduce some tolerance zone in (18), by strengthening it as Jx :
Fs,(x) < Fg(x) — A, or, equivalently

sup(F(x) - Fsn(z)) > A (19)

where A is a small positive parameter. Thus the remaining issue is to tune A
in a statistically meaningful way. This is achieved by applying the following
bootstrapping procedure:

1. As sketched in Section 2 (see [1] for details), at design time, the contract
of the orchestration is evaluated by performing Monte-Carlo based contract
composition. To this end, sample response times are drawn for Monte-Carlo
simulations, based on the assumed cumulative distribution function Fg(z)
for the service. To prepare for monitoring, in addition, we produce bootstrap
estimates of the cumulative distribution function Fg (z) for this service:

_ Card({ 0, | m € vy and §,,, < x})

FS,’Y(‘r) - |7| 5




where v is a randomly selected subset of {1,...,n}, the index set of the ran-
dom data generated, based on the assumed cumulative distribution function
Fs(x) for the service. Let I' be the set of such ~’s.

2. At design time, select a level (e.g., 95%). Regard 13577(;13) as a population,
where 7 ranges over I'. Select threshold A such that the following holds, for
95% of the v € I':

sup(Fs() - Fs(2)) < A

3. At run time, compute ﬁgn(x) as in formula (1) and decide upon violation if
(19) occurs.

Unlike our method of Section 4.1, decision rule (19) is not sequential. To get
a sequential and on-line monitoring procedure, a possibility is to run (19) for
F\s,nﬁm(m) computed over successive overlapping windows of data: {1,...,n},
{p,....,p+n}, ..., {mp,....,mp + n}, and so on, for n fixed, p < n fixed (to
ensure that windows overlap), and m = 1,2,...

5 Discussion and Future Work

We have presented a QoS contract monitoring technique, based on the new
concept of soft probabilistic contract. Contract monitoring must be soft too (we
do not want to be harsh in rejecting a service because of an isolated, outlier
QoS parameter value, but we want that repeated defaults lead to rejection).
Probabilistic contracts provide the rationale for developing soft monitoring in
this sense.

The two techniques we propose are one-sided statistical tests. The first one is
a parametric test. It consists in monitoring a finite pre-specified set of quantiles.
It takes advantage of the Central Limit Theorem to ensure proper calibration
of the test statistics, which in turn avoids tedious tuning of highly non robust
parameters for the decision procedure. The second one is non parametric and
relies on bootstrapping for tuning the associated rejection region. These two
techniques are currently being evaluated on Monte-Carlo simulations as well as
real data from actual Web services.

Two problems are left aside in the present study. First, the transport network
layer is not considered, which biases QoS performance of the called services—the
transport network itself participates to the QoS perceived by the orchestration.
Second, and more importantly, our present technique treats all called services on
an equal basis. While this may seem fair at a first glance, it is not rational from
the point of view of the orchestration. A service whose QoS has little influence on
the overall QoS of the orchestration should be treated differently from a service
whose QoS is critical for the orchestration to meet its own QoS promise. A
method to compensate for this by taking advantage of the QoS-enhanced model
of the orchestration is under development and will be reported in future work.
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