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Abstract. The typical online bin-packing problem requires the fitting of a sequence of rationals
in (0, 1] into a minimum number of bins of unit capacity, by packing the ith input element without
any knowledge of the sizes or the number of input elements that follow. Moreover, unlike typical
online problems, this one issue does not admit any data reorganization, i.e., no element can be moved
from one bin to another.

In this paper, first of all, the “Relaxed” online bin-packing model will be formalized; this model
allows a constant number of elements to move from one bin to another, as a consequence of the
arrival of a new input element.

Then, in the context of this new model, two online algorithms will be described. The first presents
linear time and space complexities with a 1.5 approximation ratio and moves, at most once, only
“small” elements; the second, instead, is an O(n logn) time and linear space algorithm with a 1.33 . . .
approximation ratio and moves each element a constant number of times. In the worst case, as a
result of the arrival of a new input element, the first algorithm moves no more than three elements,
while the second moves as many as seven elements. Please note that the number of movements
performed is explicitly considered in the complexity analysis.

Both algorithms are below the theoretical 1.536 . . . lower bound, effective for the online bin-
packing algorithms without the movement of elements. Moreover, our algorithms are “more online”
than any other linear space online bin-packing algorithm because, unlike the algorithms already
known, they allow the return of a (possibly relevant) fraction of bins before the work is carried out.
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1. Introduction.

1.1. The bin-packing problem. The bin-packing problem (see survey in [7]
and in [8]) is a major issue in theoretical computer science: it consists of “packing”
a set of nonoverlapping objects into a minimum number of well-defined areas. More
formally [7], [8], given a positive integer C, it provides for the packing of a set of integer
size elements L = {a1, a2, . . . , an}, with size(ai) ∈ (0, C]∩N0, into a minimum number
of bins of equal capacity C.

This problem models the variable partitioning storage management in multipro-
grammed computer systems and the assignment of commercials to mass media station
breaks and truck packing. Bin-packing also models a variant of the scheduling prob-
lem in multiprocessors where the objective is to minimize the number of processors in
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ALGORITHMS FOR THE RELAXED ONLINE BIN-PACKING MODEL 1533

which all tasks are to be completed within a given deadline. (When the common dead-
line is the capacity, processors are represented by bins and elements are represented
by tasks whose size is given by the execution time.)

An interesting case is when C = 1 and size(ai) ∈ (0, 1]
⋂
Q, which results in

a combinatorial optimization problem that is NP-hard in the strong sense1 since it
contains 3-Partition as a special instance [15].

We are interested in searching for approximated fast (polynomial) online bin-
packing algorithms that require the packing of the ith element without information
on the sizes or the number of the following input elements and whose solution is far
from the optimal for a small, fixed, multiplicative constant.

All the known online algorithms share the approach that no element can be moved
from the bin it was first inserted in. Moreover, all the Θ(n)-space algorithms are offline
on output, i.e., no algorithm releases any of the used bins until the end of the input
list has been reached, while all the Θ(1)-space algorithms release all the bins except
for a constant number of them.2

As pointed out in [23] a bin-packing algorithm is an algorithm made up of two
parts: the first part reorders the list according to a preprocessing rule; the second
part generates the packing. An online algorithm has no preprocessing step.

1.2. The relaxed model for the online bin-packing problem. In this pa-
per, we will focus our attention on online algorithms, according to the classical defi-
nition [1], which states the following.

Definition 1.1. The online execution of a sequence of instructions σ requires
that the instructions in σ be executed from left to right and that the ith instruction in
σ be executed without looking at any of the instructions that follow.

The above definition corresponds to the definition of online algorithms considered
in task systems and server problems (see, for example, [4] and [28]). Please note that
the above definition admits internal data reorganization, which is a frequent practice
in most online algorithms.

According to these definitions, we introduce a new online bin-packing model,
named “Relaxed,” which allows a constant number of elements to be moved from one
bin to another consequent to the arrival of new input elements. This new model calls
for a careful definition of a cost function on the set of the possible item movements,
in order to account explicitly for them in the overall algorithm complexity analysis.

Please note that a very limited number of applications of the bin-packing problem
cannot be represented by our model. A typical example of such an application is the
cutting stock problem, where the more abstract operation “assign an element of size
s to a bin” is interpreted in terms of “cut a piece of length s from a stock element.”

On the other side there are many real-life situations where the rearrangement of
an allocated element is possible and this affects (by lowering) the cost of the resolution
process, i.e., packing trucks and multiprocessor memory management strategies. The
“Relaxed” model works very well in all situations in which the operation modeled by
the assignment of an element to a bin can be “undone” by paying something. Such

1Note that, when the number of possible element sizes is a priori bounded, or (it is the same)
in the integer formulation C is fixed, the problem can be exactly solved in polynomial time by
exhaustive search, although the degree of the polynomial can be very high [7], [8] or it can be exactly
solved asymptotically using special linear programming techniques [16], [17]; moreover, the decision
problem “Is there a partition of L into disjoints sets L1, L2, . . . , Lk such that

∑
a∈Li

size(a) ≤ C,

for each Li” is NP-complete and solvable in pseudopolynomial time for each fixed k ≥ 2.
2Online algorithms which are not offline on output were considered in [10].
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1534 A. POSTIGLIONE, M. TALAMO, AND G. GAMBOSI

a situation arises, for example, when the input list is not known in advance (it could
be infinite, too) and each element (that could arrive with a considerable delay from
the previous one) needs to be processed online, while the guaranteed performance
needs to be maintained at any time for the set of elements currently involved. In this
situation a classical online algorithm (BEST-FIT, HARMONICM , etc.) or an offline
algorithm could be applied in correspondence to each element arrival. In the first case
no known algorithm uses, in the worst case, more than 63% of the bin space, while
no algorithm can use, in the worst case, more than 65% of the bin space (since 1.53
is the theoretical lower bound). In the second case whenever an element arrives all
other elements can be moved out from the bin they are contained in and be assigned
to some other bin, according to the new computed solution. In our model only a
(known) limited number of element movements is admitted, in correspondence to the
arrival of a new element.

In general, this new model is particularly suitable when the elapsed time between
two consecutive input elements is ≥ δK, where δ is the maximum cost for each ele-
ment movement, and K is the maximum number of element movements occurring in
correspondence to each input element (so this model permits us to take advantage of
the “dead times” between two successive input elements).

In [11] and [13] we informally introduced the “Relaxed” model and gave an
O(n log n)-time O(n)-space class of algorithms that, for each prefix of the input se-
quence, returns a 1.5 asymptotical approximation ratio. This value is below the 1.53 . . .
theoretical lower bound [5], [26] well grounded for the restricted case and indicates
that the relaxation of the classical online bin-packing problem conditions is convenient
and theoretically interesting. Some experimental simulations allow us to guess that
this class of algorithms has (on the average) very good behavior.

Our paper shows how this result is improved in two different ways by giving two
linear space algorithms: the first presents a 1.5 approximation ratio with an O(n) time
complexity; the second presents a 1.33 . . . approximation ratio with an O(n log n) time
complexity (they fill each bin in the worst case at least for 66% and 75%). Moreover,
at the arrival of each input element, in the worst case the first algorithm moves no
more than three elements while the second may move up to seven elements.

Last, please note that these algorithms are “more online” than all the other linear
space online bin-packing ones because, unlike the known algorithms, they allow the
return of a (possibly relevant) fraction of the bins before the work is carried out.

Section 2 gives definitions and a brief summary of the previous results on the
online bin-packing problem; section 3 shows the “Relaxed” model, with regard to
element movement, small element grouping operations, and definition of movement
evaluation function; section 4 introduces the linear algorithm A1 while section 5 gives
an analysis of its performance; the O(n log n) algorithm A2 is introduced in section
6 and its performance is analyzed in section 7; section 8 examines some conclusions
and open problems.

2. Definitions and previous results.

2.1. Problem definition. The classical one-dimensional bin-packing problem
can be stated [15] as follows.

Definition 2.1. Given a finite set L = {a1, a2, . . . , an} of “elements” and a
rational “size,” size(a) ∈ (0, 1], for each element a ∈ L, find a partition of L into
disjoint subsets L1, L2, . . . , Lk such that the sum of the sizes of the elements in each
Li is no greater than 1 and such that k is as small as possible.
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ALGORITHMS FOR THE RELAXED ONLINE BIN-PACKING MODEL 1535

Since the bin-packing problem contains 3-partition as a special case, it is an NP-
hard problem in the strong sense [15], [21]. It is therefore very unlikely that there are
fast (polynomial) algorithms for finding the best solution, unless P = NP, even if the
magnitude of the numbers involved is bounded by a polynomial in n.

Given an (approximate) algorithm A for the bin-packing problem and a set L of
elements, let A(L) be the number of bins used by A to pack L. Therefore

OPT (L) ≥
∑
ai∈L

size(ai)(2.1)

is a lower bound for the number of bins necessary to pack L.
Now we are able to give some algorithm performance definitions [7], [8].
Definition 2.2. The performance of A with respect to OPT on the list L is

RA(L) ≡ A(L)

OPT (L)
.(2.2)

Definition 2.3. The absolute performance ratio RA of the algorithm A is

RA ≡ inf{r ≥ 1|RA(L) ≤ r, ∀ list L}.(2.3)

Definition 2.4. The asymptotic performance ratio R∞
A of the algorithm A is

R∞
A ≡ inf{r ≥ 1| for some N > 0, RA(L) ≤ r, ∀ L with OPT (L) ≥ N}(2.4)

Note that RA ≥ R∞
A .

2.2. Previous results on the online version. The classical problem presents
a variety of cases [7], [8]. In the online version [10] the following definition exists.3

Definition 2.5. “Items are assigned to bins in order (a1, a2, . . .), with item ai
assigned only according to the size of the previous items and the bins to which they
were assigned, without considering the size or number of items that follow.”

The simplest bin-packing algorithm is Next-Fit [7], [8] which is O(n)-time and
O(1)-space, but whose asymptotical performance, both in the worst and in the average
cases, is very poor, respectively, 2.0 and 1.33 [7], [8], [9], [12].

The bin-packing algorithms most extensively used are BEST-FIT and FIRST-FIT
[23]. Both algorithms are O(n log n)-time and O(n)-space and present an acceptable
asymptotical worst-case performance (i.e., 1.7, [23]) but an optimal asymptotically
average performance [2], [3], [12], [32].4

Until now, the best online algorithms for the bin-packing problem, without moving
elements from the bins they have been assigned to, belonged to the HARMONIC class,
first introduced in [25], where an approximated algorithm called HARMONICM was
introduced; this algorithm is the optimal among all the O(1)-space algorithms. Such
an algorithm has an O(n)-time complexity and a ratio R∞

H (M) ≤ 1.692 for allM ≥ 12.
Lee and Lee [25], moreover, proved that R∞

A ≥ 1.6910 for all constant space algorithms
and that limM→∞R∞

H (M) = 1.6910.

3More appropriately in such a case, we deal with a sequence of elements to be packed and not
with a set.

4Note that in [10] it is proved that BEST-FIT obtains its worst-case performance even if a
constant (k ≥ 2) number of bins is maintained online; this reduces the computation time to O(n log k),
that is, O(n) since k is a small constant.
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1536 A. POSTIGLIONE, M. TALAMO, AND G. GAMBOSI

The same authors gave a more complex O(n) algorithm, REFINED HARMONIC,
which uses O(n) space and presents a ratio R∞

RH = 373
228 = 1.636 . . ..

Later, the MODIFIED HARMONIC algorithm was introduced in [31], which is
O(n) both in time and in space complexity with a ratio R∞

MH = 1.61(561)
∗
. The

authors also showed how an online algorithm with R∞
A < 1.59 can be obtained.

3. The relaxed model.

3.1. Motivations and previous results. All the algorithms mentioned in sec-
tion 2.2 introduce the additional limit that the solution for 〈a1 a2 . . . ai〉 must derive
from the one for 〈a1 a2 . . . ai−1〉 without performing any reorganization of the ele-
ments in the bins; that is, none of the elements among a1, a2, . . . , ai−1 can be moved
from the bin it belongs to. In other words, all of these algorithms only search for
a suitable bin to which to assign element ai in order to obtain a good asymptotic
approximation of the optimal solution. In this context some interesting lower bounds
have been proved, as already pointed out.

A question arising from the above considerations is the following: “What happens
if we interpret the online property of bin-packing in a less restricted way, just like the
large majority of online models? Is it possible to obtain more efficient performances
if a bin-packing algorithm can move the elements a certain number of times from one
bin to another?”

In [11] and [13] an affirmative answer to this question is given by presenting a
class of online algorithms, HARMONICREL(M),5 with time complexity O(n log n),
space complexity O(n), and asymptotic ratio R∞

HREL(M) ≤ 1.5. In the worst case, the
approximation ratio is independent of M, for M ≥ 3, and the number of movements
is limited in an amortized way by a (small) constant (2, for M = 3).

3.2. Grouping elements. In this paper we introduce a new operation: the
“grouping of elements,” i.e., we assume that a certain number of very small items in
the same bin can be collected together and considered as a single unit. More formally,

Given a constant 0 < c < 1, we assume that any set of elements smaller than c
in the same bin can be collected together in a single group of overall size ≤ c. This
group will be considered as a single unit from now on.

Obviously, the grouping of elements does not modify the approximation ratio of
OPT, since OPT is measured as the sum of the elements in the input list. We also
assume that there is no kind of movement inside any group.

In the bin-packing problem the grouping operation is possible and convenient.
For example, in the truck-packing problem it is useful to fit a collection of very
small elements in the same box and then move them as a whole by moving the box.
In multiprocessor storage management strategies, the grouping simply consists in
collecting a subset of pages.

3.3. Moving elements. In the relaxed model, the critical operation regards
moving (part of) the contents from one bin to another.

In the following, i, j are two bins and σ is a subsequence of (not necessarily
contiguous) input element(s), all contained in the same bin.

The fundamental operation could therefore be stated as

MOVE(i, j, σ), i �= j,(3.1)

which means that σ is moved from bin i to bin j.

5Where REL stands for “Relocation.”
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ALGORITHMS FOR THE RELAXED ONLINE BIN-PACKING MODEL 1537

This approach is quite natural for all the applications in which we may assume
that several small elements can be “carried” from one bin to another in a single step.

3.4. MOVE operation cost. An online algorithm processes the input data one
at a time, possibly modifying its internal data structures. Thus the evaluation of the
performance of an algorithm is more realistic if it takes into account the number of
movements of the elements in its data structures.

In a bin-packing algorithm when the elements move, several kinds of cost functions
for the MOVE(i, j, σ) operation could be defined.

Definition 3.1. The cost of the MOVE operation is equal to the total size of all
elements moved (

∑
x∈σ size(x)).

Definition 3.2. The cost of the MOVE operation is equal to the number of
elements moved (|σ|).

In this paper we will consider a third way to define such a function. In our ap-
proach we assume that each group can be moved at unitary cost. That is, while moving
a “large” element always has a cost equal to 1, we assume that “small” elements can be
grouped together and moved as a whole, at unit cost. Therefore we have the following.

Definition 3.3. The cost associated to the MOVE(i, j, σ) operation is equal to
the number of elements and groups contained in σ.

If the element moving cost would only be a function of the size of the elements,
any reasonable algorithm would tend to move a lot of small elements because the
performance is better and there is no cost difference in moving a lot of small elements
instead of a few big elements. If the element moving cost would only be a function
of the number of the elements moved, there will be no cost difference between an
algorithm that moves light elements and another that moves the same number of
heavy elements. Therefore, the third cost function is the most likely. It should be clear
that for any c, σ this function has a value which is in between the values assumed by
the first two cost functions above defined.

3.5. Formal definition of grouping. Let us consider the following nonuniform
partition of (0, 1] in M + 1 subintervals:

(0, 1] =
M⋃
k=0

Ik,

I0 =

(
3

4
, 1

]
; I1 =

(
2

3
,
3

4

]
; I2 =

(
1

2
,
2

3

]
; . . . ; IM−1 =

(
1

M − 1
,
1

M

]
; IM =

(
0,

1

M

]
.

Let c = 1
M be the border item size. The grouping operation consists of collecting a

set of elements smaller than c in a single group g (that will be a sort of “superitem”),
so that, in each bin B (let size(g) =

∑
a∈g size(a)),

• for all g ∈ B, size(g) ≤ c;
• there are no pairs of groups g ∈ B, h ∈ B, such that size(g) + size(h) ≤ c;
• each group g ∈ B, except at most one, has size(g) ≥ 1

2c.

3.6. Grouping primitives.

3.6.1. Create group. This primitive regards the arrival of a new element in
(0, 1

M ] that cannot be merged in any group of the target bin. The operation consists
in creating an empty group and in inserting this new element in it. At all times, there
will be no more than one IM -bin open.
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1538 A. POSTIGLIONE, M. TALAMO, AND G. GAMBOSI

3.6.2. Append. This primitive regards the arrival of a new element in (0, 1
M ]

that has to be merged into an existing group.

3.6.3. Primitive performances. Since we are not interested in any kind of
arrangement of the elements within the group, a suitable representation (i.e., linked
lists) allows all of these operations to be executed in constant time and space. This
leads to the “packing” of such elements together, so that they can/must be moved as
a whole, in one single step.

3.7. Evaluation function. Below we will show that each bin will contain a
constant number of groups. Since the algorithm performance is measured as a function
of the space wasted with respect to the sum of the sizes of the elements in the input
list, the grouping of the elements does not affect the performance in any manner.

We will not detail the operations involved in inserting and deleting elements to
and from bins nor the ones involved in the maintenance of the support data structures,
mainly in empty conditions, because they can be easily performed in constant time.

In the following, let
m be the maximum number of MOVE operations performed upon the arrival of

a new element6;
r be the asymptotic performance of the algorithm.

Thus, we can assign to an approximation algorithm a pair of numbers, such as

A(m, r).

For example, the well-known BEST-FIT algorithm is A(1,1.7) since its performance
ratio is 1.7. In general, we can say that a classical online bin-packing algorithm is
A(1,r) (r ≥ 1.53) since it does not move the elements already fitted in the bins
and 1.53 is the lower bound for this kind of algorithm. Please note that the exact
algorithm is A(m,1), for some m ≥ 0, while our first algorithm, A1, is A(3,1.5), and
A2 is A(7,1.33).

4. The linear algorithm A1. A1 is based on a nonuniform partition of interval
(0, 1] into four subintervals (levels):

(0, 1] =

3⋃
k=0

Ik,

I0 =

(
2

3
, 1

]
; I1 =

(
1

2
,
2

3

]
; I2 =

(
1

3
,
1

2

]
; and I3 =

(
0,

1

3

]
.

In order to describe it, let us introduce the following points:
• S = 〈a1 a2 . . . an . . .〉 is the “input list.”
• Let ai ∈ Ik (0 ≤ k ≤ 2) be an element of S. Then ai is called “Ik-element.”
• Let ai ∈ I3 be an element of S. Then ai is called “I3-group.”
• Let B be a bin. Then B is an “Ik-bin (I3-bin)” (0 ≤ k ≤ 2) if the first element

that was initially assigned to it were an Ik-element (I3-group).
By subinterval definition, each Ik-bin (1 ≤ k ≤ 2) contains no more than k
Ik-elements and each I0-bin contains no more than one I0-element.

6the first insertion of a new element corresponds to a MOVE from outside into a bin
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ALGORITHMS FOR THE RELAXED ONLINE BIN-PACKING MODEL 1539

If an Ik-bin (1 ≤ k ≤ 2) exactly contains k Ik-elements it is “filled”; otherwise
it is “unfilled”. An I0-bin with an I0-element is “filled” and an I3-bin is filled
only when its gap is < 1

3 .
7

• For each k (0 ≤ k ≤ 3) let Ak be the name of the only unfilled Ik-bin.
• “gap(B)” is the space available in an Ik-bin, B (0 ≤ k ≤ 2), to insert
Il-elements (I3-groups) (k < l ≤ 2). If B is filled, then gap(B) = 1 −∑
a∈B size(a); otherwise we conventionally assume that gap(B) = 0.

Algorithm A1 is reported below (where l denotes the level of the next input
element, x). Please note that if x ∈ I1 is a “small” I1-element (i.e., size(x) < 2

3 ), A1

tries to insert some I3-groups in its gap; if this is not possible A1 will mark this bin
for a future I3-group insertion. Please note that if x ∈ I3, then A1 first tries to insert
it in the gap of some marked I1-bin with enough room.

The algorithm uses two stacks of bins, L1 and L3, respectively associated with
levels 1 and 3. L1 maintains all the bins whose gap is still “fat” (i.e., ≥ 1

3 ), while L3

maintains all the I3-bins. If there is an unfilled I3-bin, then it is the first bin in L3.
Please note that in every moment no more than one between L1 and L3 can be “not
empty.”

We do not explicitly consider the management of unfilled bins. For example, we
assume that an unfilled bin is automatically generated at the arrival of an element
which can be assigned to no other bin available at that time.

Algorithm A1

For each input element x:
if x ∈ I0 then “Insert x in A0”.
if x ∈ I1 then

• “Insert x in A1”;
• while (gap(A1) ≥ 1

3 ) AND (“There still exists an I3-group”, g) do “Move g to A1.”

• if “There is no more I3-groups” AND (gap(A1) ≥ 1
3 ) then “Push A1 in L1.”

if x ∈ I2 then
• “Insert x in A2”;

if x ∈ I3 then
• if “There exists an I1-bin, B, in L1”

then “Insert x in B, removing B from L1 if its gap becomes < 1
3 .”

else “Insert x in A3”

5. Performance analysis of A1. In order to analyze the performance of A1

we must first consider the total number of element movements within the bins at the
arrival of a new element. Next, we will consider its asymptotic performance ratio.

5.1. Time, space, and movements.
Lemma 5.1. Each filled I1-bin contains no more than two groups in its gap.
Proof. Let us assume there are more than two groups in a filled I1-bin. Let x, y, z

be three of them. Since an I1-bin B has gap(B) < 1
2 , it follows that size(x)+size(y)+

size(z) < 1
2 . By definition, we know that in every bin all the groups except for one

(at most) are ≥ 1
6 in size. Without loss of generality (w.l.o.g.) let us assume that

size(x) ≥ 1
6 . Therefore

1

2
> size(x) + size(y) + size(z) ≥ 1

6
+ size(y) + size(z) ⇒ size(y) + size(z) <

1

3
,

which is a contradiction, since every pair of groups in each bin has a total size
> 1

3 .

7Note that we distinguish among “Ik-filled bins” (that is, bins no more able to receive all possible
items of their class, but still active) and “Ik-full bins” (that is, bins whose gap is empty or that are
never used afterwards).
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1540 A. POSTIGLIONE, M. TALAMO, AND G. GAMBOSI

Please note that this bound is tight. It is easy to show that two groups can be fitted
together in the gap of this bin. An example is the following: (12 + ε), (

1
6 −2ε), ( 16 +3ε).

Corollary 5.2. No more than three movements will be performed at each in-
sertion.

Proof. The above lemma proves how the movements only occur at the arrival of
I1-elements with size < 2/3. However, the algorithm performs no more than three
movements since each I1-bin has a gap < 1

2 and each pair of groups has size > 1
3 .

This implies that, in the worst case, it is sufficient to move one group from A3 and
two groups from another bin in L3.

Theorem 5.3. Algorithm A1 has space complexity O(n) and time complexity
Θ(n).

Proof. The space complexity easily derives from the observation that each element
is represented no more than once in L1 and L3.

As far as time complexity, according to the above lemma we know that the max-
imum number of element insertions in a bin is bounded by 3n. Each insertion can be
performed in O(1) time. Moreover, the movement of an existing element is performed
in O(1) time since this movement uses the first element in the first bin on the list,
accessed in constant time. Therefore, the time complexity is easily derived.

5.2. Performance ratio. In order to derive the approximation ratio for A1, the
following lemmas are needed.

Lemma 5.4. If, after all elements have been considered, L3 is not empty, then
R∞
A1
< 3

2 .

Proof. The gaps of I0-bin and Ik-bin (k ≥ 2) are < 1
3 , by definition.

As far as I1-bins please note that there is at least one element in L3 whose size
is ≤ 1

3 , which has not been moved to the gap of any I1-bin; this implies that all the
gaps of I1-bins have size ≤ 1

3 .

In conclusion, the maximum gap in each bin is < 1
3 and, consequently,

R∞
A1
<

3

2
.

Lemma 5.5. If, after all the elements have been considered, L3 is empty and in
the input sequence L = {a1, a2, . . . , an} there was no pair of ai, aj , so that ai ∈ I1
and aj ∈ I2, then R∞

A1
= 1.

Proof. In this case A1 uses N0 +N1 or N0 +
N2

2 bins, where Nj is the number of
Ij-elements in the input set, since no I1-elements or I2-elements could be inserted in
any bin which already has an I0-element and 2 I2-elements are inserted in the same
I2-bin. Since OPT cannot use fewer bins, then

R∞
A1

= 1.

Lemma 5.6. If, after all the elements have been considered, L3 is empty and
in the input sequence L = {a1, a2, . . . , an} there was at least one pair ai, aj , so that
ai ∈ I1 and aj ∈ I2, then R∞

A1
≤ 3

2 .

Proof. Let Bi be the number of bins of level i used by OPT. We can derive the
maximum number of bins used by A1 as a function of the Bi’s.

By definition,

OPT = B0 +B1 +B2.
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ALGORITHMS FOR THE RELAXED ONLINE BIN-PACKING MODEL 1541

Since in each I1-bin OPT could have inserted no more than one I2-element, the extra
bins for A1 are no more than B1

2 . Thus,

A1 ≤ B0 +B1 +B2 +
B1

2
≤ 3

2
(B0 +B1 +B2) =

3

2
OPT.

Theorem 5.7. Algorithm A1 has a ratio R∞
A1

≤ 3
2 .

Proof. The proof derives directly from the previous three lemmas.

Theorem 5.8. Algorithm A1 is A(3, 1.5).

Proof. The proof derives directly from Corollary 5.2 and Theorem 5.7.

6. The O(n logn) Algorithm A2.

6.1. Main features. A2 is based on a nonuniform partition of the interval (0, 1]
into six subintervals (levels):

(0, 1] =
5⋃
k=0

Ik,(6.1)

I0 =

(
3

4
, 1

]
; I1 =

(
2

3
,
3

4

]
; I2 =

(
1

2
,
2

3

]
; I3 =

(
1

3
,
1

2

]
; I4 =

(
1

4
,
1

3

]
; I5 =

(
0,

1

4

]
.(6.2)

The definitions of Ik-element, Ik-bin, Ak-bin, “filled” bin, and gap are similar
to the ones given for Algorithm A1, while the definition of I5-group is similar to
the definition of I3-group given for Algorithm A1. Please note that an I5-group B is
“filled” if gap(B) < 1

4 . Thus, A2 considers I5-elements as “little” elements which can
be collected in groups gi and moved together. As pointed out in section 3.6, all the
grouping primitives are constant in time and space.

6.2. Packing strategy. The algorithm operates as reported in Algorithm A2,
where l denotes the level of the next input element, x. When the input element is
a “big” one (i.e., size(x) > 1

2 ), A2 inserts it in a new bin and tries to “fill” its gap
with smaller elements from some other bin(s). If the input element is a “small” one
(i.e., size(x) ≤ 1

2 ), the algorithm first tries to insert it in the gap of a filled bin which
already exists; only if there is no room for x in any other existing bin, the algorithm
inserts it in a new bin. During its execution, A2 refers to an unfilled bin for each
level.8 The guidelines of the algorithm are the following:

• A2 encourages the pairing of elements x, y, where (x ∈ I1, y ∈ I4) or (x ∈
I2, y ∈ I3).

• A2 tries to fill the gap of I1-, I2-, I3-filled bins with smaller elements (I4-
elements or I5-groups) since there are no more I5-groups or no bin B has
gap(B) > 1

4 .

Both of these guidelines may imply the move of a few elements from one bin to another.
Bins may be emptied as an effect of element moving: in this case, the emptied bins
are considered as automatically disregarded. Finally, please note that the algorithm
may return some of the used bins as output before the end of the input list.

8As for Algorithm A1, we do not explicitly consider the management of unfilled bins.
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1542 A. POSTIGLIONE, M. TALAMO, AND G. GAMBOSI

6.3. Data structures. The algorithm requires the use of
• one stack S, containing all the I5-bins; the unfilled bin is the top one;
• three dictionaries, D2, D3, and D4, maintaining all the Ik-elements contained
exclusively in Ik-bins (not necessarily filled), for k = 2, 3, 4.

• three dictionaries (tournaments), G1, G2, and G3, maintaining the size of the
gap of all the I1-, I2-, I3-filled bins.

We will not give details of the operations involved in inserting and deleting el-
ements to and from the bins and the ones involved in the lists and in I5-groups
maintenance, since they can be easily performed in constant time. Moreover, we will
not give details of the operations regarding the tree data structures since they are
well known and they may be executed in O(log n) time. G1, G2, and G3 can be im-
plemented as binary trees of depth �log2 n� with n leaves corresponding to the n bins
in sequence from left to right. Each internal node is labeled with the largest label
among the labels of its sons and each leaf is labeled with the current gap of the bin
it represents. Please note that bins containing pairs x ∈ I1 and y ∈ I4 or x ∈ I2
and y ∈ I3 are immediately returned as output by the algorithm, hence they are not
represented in these directories. The tree representation chosen is similar to the one
Johnson used to implement the FIRST-FIT algorithm [23]. Last, we will not refer to
the possible output of any bin (e.g., either all the I0-bins or all the bins containing
an I2-element and an I3-element could be sent to the output).

6.4. Algorithm primitives.

6.4.1. Insert(b,A). This primitive inserts object b, which could be either an
item or a group, into bin A and updates, if necessary, one or two of the dictionaries.

Insert (b,A)
• “Insert b in A.”
• if b ∈ I5 then “Append b to an existing group or Create a new group with only b.”
• “Update, if necessary, D2, D3 or D4 and G1, G2 or G3”

The updating operation is an O(log n)-time operation and will be carried out only if
• both (b ∈ Ik) and (A ∈ Ik) (k = 2, 3, 4) (“enter b in Dk”);
• both (b ∈ Ik) and (A ∈ Ik) (k = 1, 2, 3) AND A is filled as a consequence of
this new element insertion (“enter A in Gk”);

• (A ∈ Ik) and (b /∈ Ik) (k = 1, 2, 3) (“Update the size of the gap of A in Gk”).
This case occurs only if A is filled and b has to be inserted in its gap.

In conclusion, the Insert operation is O(log n) worst case time.

6.4.2. Extract(b,A). This primitive extracts object b, which could be either an
item or a group, from bin A and updates, if necessary, one or two of the dictionaries.

Extract (b,A)
• “Pop b from A”
• “Update, if necessary, D2, D3 or D4 and G1, G2 or G3”

The updating operation is an O(log n)-time operation and will be carried out only if
• both (b ∈ Ik) and (A ∈ Ik) (k = 2, 3, 4) (“extract b from Dk”);
• both (b ∈ Ik) and (A ∈ Ik) (k = 1, 2, 3), AND A becomes “unfilled” as a
consequence of this element extraction (“extract A from Gk”);

• (A ∈ Ik) and (b /∈ Ik) (k = 1, 2, 3) (“Update the size of the gap of A in Gk).
This case occurs only if A is filled and b has to be extracted from its gap.

In conclusion, the Extract operation is O(log n) worst case time.
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ALGORITHMS FOR THE RELAXED ONLINE BIN-PACKING MODEL 1543

6.4.3. Move(b,B,A). This primitive moves object b from bin B to bin A. It is
a composition of Extract(b,B) and Insert (b,A), so it is O(log n) worst case time.

6.4.4. Fill(C). This primitive fills the gap of the “filled” bin C ∈ Ik(1 ≤ k ≤ 3)
with smaller elements since there is no room in C (i.e., gap(C) < 1

4 ) or there are no
more of these little elements. This operation easily is O(log n) worst case time.

Fill (C)
if “there exists an I4-bin B containing an element b ∈ D4 such that size(b) ≤ gap(C)” then

Move(b,B,C)
if B 
= A4 then Move(x,A4,B), “for whatever element x ∈ A4”

else while “there exists g ∈ A5 such that size(g) ≤ gap(C) AND gap(C) ≥ 1
4 ” do Move(g,A5, C)

6.4.5. MoveTheGap(C). This primitive moves all the objects (I5-groups and
eventually the only I4-element) from the gap of bin C and distributes them among
all the other bins. This operation easily is O(log n) worst case time.

MoveTheGap(C)
if “C contains an I4-element, b” then Move(b,C,A)(where A is, in the sequence of checks, an I1-bin,

an I2-bin, an I3-bin or the A4-bin)
for “every group g ∈ C” do if “there exists some I1, I2, I3-bin C

′ with size(g) ≤ gap(C′)” then
Move (g,C,C′) else Move(g,C,A5)

6.5. The algorithm.

Algorithm A2

For each element x:
if x ∈ I0 then

• Insert(x,A), where A is a new I0-bin;
if x ∈ I1 then

• Insert(x,A), where A is a new I1-bin;
• Fill(A);

if x ∈ I2 then
• Insert(x,A), where A is a new I2-bin;
• If there is a b ∈ I3 in some I3-bin B, so that size(b) + size(x) ≤ 1,
then ∗ Move (b,B,A); MoveTheGap (B);

∗ if B 
= A3 then “Move(b,A3,B) for whatever element b ∈ A3; Fill(B)”
else ∗ Fill(A);

if x ∈ I3 then
• If there is a b ∈ I2 in some I2-bin B so that size(b) + size(x) ≤ 1
then ∗ If size(x) > gap(B) then MoveTheGap (B);

∗ Insert(x,B);
else ∗ Insert(x,A3); if A3 becomes filled, then Fill(A3);

if x ∈ I4 then
• If there is an I1-bin B so that size(x) ≤ gap(B), then Insert( x,B);
• else Insert (b,A) (where A is, in the sequence of checks, an I2-bin, an I3-bin or, at

last, the A4-bin).
if x ∈ I5 then• Create a group g containing only x;

• If there is an I1, I2, I3-bin B such that size(g) ≤ gap(B) then Insert(g,B) else
Insert(g,A5)

7. Performance analysis of A2. In order to analyze the performance of the
algorithm we must first consider the number of element movements caused by the
arrival of a new input element and then its asymptotic performance ratio.

7.1. Time, space, and movements.

Lemma 7.1. Each filled I1-bin may contain, in its gap, no more than two I5-
groups.
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1544 A. POSTIGLIONE, M. TALAMO, AND G. GAMBOSI

Proof. If we assume there are more than two I5-groups in a filled I1-bin and let
x, y, z be three of them, by definition it follows that

x ≤ 1

4
, y ≤ 1

4
, z ≤ 1

4
; x+ y >

1

4
, x+ z >

1

4
, y + z >

1

4
.

Moreover, an I1-bin B, has gap(B) < 1
3 , thus x+ y + z <

1
3 . Hence

1

3
> x+ y + z >

1

4
+ z ⇒ z <

1

12
.

Therefore

x >
1

4
− z > 1

6
; y >

1

4
− z > 1

6
; x+ y + z >

1

3
,

which is a contradiction.
Lemma 7.2. Each filled I2-bin may contain no more than three I5-groups or one

I4-element plus one I5-group in its gap.
Proof. Let us assume there are more than three I5-groups in a filled I2-bin. Let

x, y, z, w be four of them. By definition of group we have that

x ≤ 1

4
, y ≤ 1

4
, z ≤ 1

4
, w ≤ 1

4
, x+ y >

1

4
, x+ z >

1

4
,

x+ w >
1

4
, y + z >

1

4
, y + w >

1

4
, z + w >

1

4
.

By construction, an I2-bin, B, has gap(B) < 1
2 , so x+ y + z + w <

1
2 .

Therefore

1

2
> x+ y + z + w >

1

4
+ z + w ⇒ z + w <

1

4
,

which is a contradiction.
Similarly, let us assume that the group contains one I4-element together with two

I5-groups. Let x be the I4-element and let y, z be the I5-groups. By definition, we
have that x ≥ 1

4 , y + z ≥ 1
4 .

By construction, an I2-bin, B, has gap(B) < 1
2 , so x+ y + z <

1
2 .

Therefore

1

2
> x+ y + z >

1

4
+ y + z ⇒ y + z <

1

4
,

which is a contradiction.
Lemma 7.3. Each filled I3-bin may contain no more than two I5-groups or one

I4-element plus one I5-group in its gap.
Proof. The first bound is proved as in Lemma 7.1.
To prove the second bound let us assume that the group contains one I4-element

and one I5-group. Let x be the I4-element and let y, z be the I5-groups. By definition,
we have that x ≥ 1

4 , y + z ≥ 1
4 .

By construction, an I3-bin, B, has gap(B) < 1
3 , so x+ y + z <

1
3 .

Therefore

1

3
> x+ y + z >

1

4
+ y + z ⇒ y + z <

1

12
,
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which is a contradiction.
Lemma 7.4. Each I5-bin may contain no more than seven I5-groups.
Proof. It follows from the definition of I5-group.
The bound of the previous lemma is tight. The sequence matching this bound is

1
8 ,

1
8 ,

1
8 ,

1
8 ,

1
8 ,

1
8 ,

1
8 + ε, when no one of the these elements has to be fitted in any of the

Ik-bins (0 ≤ k ≤ 3) and there is no (unfilled) I5-bin at the arrival of the first element
of the subsequence.

Theorem 7.5. In every moment, Algorithm A2 maintains at most a constant
number of I5-groups and I4-elements, and no other different level element, in the gap
of each bin.

Proof. It derives from Lemmas 7.1, 7.2, 7.3, and 7.4 and by the fact that I0-bins
contain only I0-elements and I4-bins contain only I4-elements.

The remaining part of the theorem is proved by observing that no I3-element can
be fitted in the gap of any I0-, I1-, I4-, I5-bin while those fitted in the gap of I2-bins
are immediately returned as output. Note that, for the same reason, no I4-element is
maintained in the gap of any I1-bin.

Lemma 7.6. When procedure Fill is called to “fill” an Ik-bin (1 ≤ k ≤ 3) it
performs no more than two I4-element movements or three I5-group movements.

Proof. The first bound is simply inferred from the algorithm structure.
The second one is easily obtained by considering that, in every moment, there

is only one “unfilled” I5-bin, named A5. If SIZE(A5) >
1
4 procedure Fill moves no

more than two groups from it since, whatever is the I5-bin, any pair of groups has a
total size ≥ 1

4 , each filled bin has a gap < 1
2 , and the loop ends when gap(A) < 1

4 . If
SIZE(A5) ≤ 1

4 then it contains only one group. Let ε be its size. If SIZE(A)+ ε < 3
4

and there is another I5-bin (that is necessarily filled) the situation is the same as the
above. Thus, the total number of group movements is three.

The bound of the previous lemma is tight. In fact let us suppose that the input
sequence starts with the following elements: 1

8 ,
1
8 ,

1
8 ,

1
8 ,

1
8 ,

1
8 ,

1
8 + ε, ε,

1
2 + ε; in this case

the first seven elements will be fitted in one I5-bin, the eighth will be fitted in another
I5-bin and the last will be fitted in an I2-bin. The Fill procedure will move ε, then
1
8 + ε, and at last 1

8 to the gap of the I2-bin.
Theorem 7.7. In correspondence to each insertion, a constant number of element

or group movements is performed.
Proof. Let x be the current input element to be fitted in any bin. Then the

algorithm makes
x ∈ I0 • 0 movements
x ∈ I1 • no more than three movements (Lemma 7.6) as a consequence of

(two I4-element movements) OR (three I5-group movements)
x ∈ I2 • no more than seven movements9 as a consequence of

– one I3-element movement
– two movements (Lemma 7.3) as a consequence of

(one I4-element and one I5-group movement) OR (two I5-group
movements)

– one I3-element movement
– no more than three movements (Lemma 7.6) as a consequence of

(two I4-element movements) OR (three I5-group movements)
OR, alternatively,

• no more than three movements (Lemma 7.6) as a consequence of

9If there exists a b ∈ I3 such that size(x) + size(b) ≤ 1.
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1546 A. POSTIGLIONE, M. TALAMO, AND G. GAMBOSI

(two I4-element movements) OR (3 I5-group movements)
x ∈ I3 • no more than three movements10 (Lemma 7.2) as a consequence of

(one I4-element and one I5-group movements) OR (three I5-group
movements)

OR, alternatively,
• no more than three movements (Lemma 7.6) as a consequence of

(two I4-element movements) OR (three I5-group movements)
x ∈ I4 • 0 movements.
x ∈ I5 • 0 movements.

Therefore, in each case, the total number of element (or group) movements is
constant.

Corollary 7.8. No more than seven element movements occur at the arrival of
a new input element when A2 is applied to a list of n elements.

Proof. The proof is easily derived from Theorem 7.7.

Theorem 7.9. Algorithm A2 has space complexity O(n).

Proof. The theorem is easily proved when observing that each element is repre-
sented no more than once in the list S or in the data structures involved and that the
maximum number of gaps is n.

Theorem 7.10. Algorithm A2 has time complexity O(n log n).

Proof. According to Theorem 7.7, the time complexity is bounded by n times the
cost of an element insertion or movement. Each insertion and each movement of an
element already in the structure is performed at most in O(log n) time, when the tree
data structures are involved. In fact the directory representation for the gaps of I1-,
I2-, I3-bins allows the finding of the right element in no more than �log2 n� binary
comparisons and the update operations may be performed by using no more than
�log2 n� comparisons [23]. This same principle is valid for the heaps maintaining the
I3-and I4-elements [33].

7.2. Performance ratio. In the following items we assume that

• Nj is the total number of Ij-elements in the input list L.
• H is the size of the best matching between I2-and I3-elements, that is, the
maximum number of pairs x2 ∈ I2, x3 ∈ I3 which can be coupled. Note
that this corresponds to the maximum matching in a bipartite graph G =
(N2 ∪N3, E) so that

– N2 = {x ∈ I2},
– N3 = {x ∈ I3},
– E = {(x, y)|x ∈ N2, y ∈ N3, size(x) + size(y) ≤ 1}.

• K is the size of the best matching between I1-and I4-elements, that is, the
maximum number of pairs x1 ∈ I1, x4 ∈ I4 which can be coupled. Please
note that this corresponds to the maximum matching in a bipartite graph
G = (N1 ∪N4, E) so that

– N1 = {x ∈ I1},
– N4 = {x ∈ I4},
– E = {(x, y)|x ∈ N1, y ∈ N4, size(x) + size(y) ≤ 1}.

Lemma 7.11. If S is not empty after all the elements have been considered, then
RA2 <

4
3 .

Proof. By hypothesis, since there is at least one group with size ≤ 1
4 which cannot

be moved to a different gap, all of the I0-, I1-, I2-, I3-bins have a gap < 1
4 .

10If there exists a b ∈ I2 such that size(x) + size(b) ≤ 1.
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ALGORITHMS FOR THE RELAXED ONLINE BIN-PACKING MODEL 1547

Moreover, each Ik-bin (k ≥ 4) has a gap < 1
4 .

Consequently, the maximum gap in each bin is < 1
4 , and

RA2
<

4

3
.

Lemma 7.12. If H = 0 and S is empty after all the elements have been considered,
then RA2

≤ 4
3 .

Proof. We can observe two different situations:
• In the input list there is no I4-element.
In this case A2 uses no more than N0+N1+N2+

N3

2 bins, since no I2-element
or I3-element could be inserted in any bin already containing an I1-element
or an I0-element and no more than two I3-elements may be inserted in any
other bin. OPT cannot use fewer bins, since H = 0 implies that no bin can
contain both an I2-element and an I3-element. Therefore

RA2 = 1.

• In the input list there were some I4-elements.
Let α = N1 +N2 +

N3

2 . In this case we can still obtain two situations:
N4 ≤ α then

– OPT uses at least α+N0 bins.
– A2 uses no more than N0+α+

N4

3 bins, in case it does not insert any
I4-element into some other bin. Then A2 ≤ N0 + α+ α

3 = N0 +
4
3α

and so

RA2
≤

4
3α+N0

α+N0
<

4

3
.

N4 > α then let β = N4 − α.
– OPT cannot use fewer than N0 + α + β

3 bins, since no more than
one I4-element can fit into an I1-, I2-, or I3-bin.

– A2 uses no more than N0+α+
N4

3 bins. Then A2 ≤ N0+α+
α+β
3 =

N0 +
4
3α+ β

3 . Therefore we have

A2

OPT
≤

4
3α+ β

3 +N0

α+ β
3 +N0

<
4

3
.

Lemma 7.13. If H �= 0 and in the input sequence L = {a1, a2, . . . , an} there are
no Ik-elements (k ≥ 4), then RA2

< 5
4 .

Proof. OPT uses at least
N0 bins to pack all the I0-elements;
N1 bins to pack all the I1-elements;
N2 bins to pack all the I2-elements;
N3−H

2 bins to pack all the I3-elements, since H of them are inserted in the gap
of the H I2-elements.

Hence,

OPT ≥ N0 +N1 +N2 +
N3

2
− H

2
.

A2 uses no more than
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1548 A. POSTIGLIONE, M. TALAMO, AND G. GAMBOSI

N0 bins to pack all the I0-elements;
N1 bins to pack all the I1-elements;
N2 bins to pack all the I2-elements;
N3−H

2

2 bins to pack all the I3-elements, since H2 of them are necessarily packed
with a corresponding I2-element [22].

Hence

A2 ≤ N0 +N1 +N2 +
N3

2
− H

4
.

In conclusion, since H ≤ N3 and H ≤ N2, it follows that

A2

OPT
≤ 4N0 + 4N1 + 4N2 + 2N3 −H

4N0 + 4N1 + 4N2 + 2N3 − 2H
≤ 4N0 + 4N1 + 5N2 + 2N3 − 2H

4N0 + 4N1 + 4N2 + 2N3 − 2H
<

5

4
.

Lemma 7.14. If H �= 0 and in the input sequence L = {a1, a2, . . . , an} there are
some Ik-elements (k ≥ 4), and S is empty after all elements have been considered,
then RA2 ≤ 4

3 .

Proof. Let Bi be the number of bins of level i used by OPT and let B′
i be the

number of bins of level i used by A2. We calculate the maximum number of bins used
by A2 as a function of the Bi’s.

We can obtain two different situations:

• In the case that no I4-bins are returned as output, since in such a case there
are no I5- and I4-bins, we can say that OPT = B0 +B1 +B2 +B3:
B′
0 = B0;

B′
1 = B1;

B′
2 = B2;

B′
3 ≤ B3 +

H
2

2 ;
Therefore, since H ≤ B2,

A2 ≤ B0 +B1 +
5

4
B2 +

5

4
B3 ≤ 5

4
OPT.

• In the case that some I4-bins are returned as output, since in such a case
there are no I5-bins, we can say that OPT = B0 +B1 +B2 +B3 +B4:
B′
0 = B0;

B′
1 = B1;

B′
2 = B2;

B′
3 ≤ B3 +

H
2

2 ;

B′
4 = B4 + [K + (B2 −H) +B3]

1
3 = B2

3 + B3

3 +B4 +
K
3 − H

3 .
Therefore, since K ≤ B1 and H ≥ 0,

A2 ≤ B0 +B1 +
4
3B2 +

4
3B3 +B4 +

k
3 − H

12≤ B0 +
4
3B1 +

4
3B2 +

4
3B3 +B4 ≤ 4

3 OPT.

Theorem 7.15. Algorithm A2 has a ratio of RA2 ≤ 4
3 .

Proof. The proof is easily given by the previous lemmas.

Theorem 7.16. Algorithm A2 is A (7, 1.33).

Proof. The proof is given by Corollary 7.8 and Theorem 7.15.
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8. Conclusions and open problems. This paper focuses its attention on the
possibility of maintaining a guaranteed approximation of the optimal solution for the
online bin-packing problem in terms of time computation and element movements and
with a limited reorganization of the previous solutions.

The problem is equivalent to the one considered in the more general bin-packing
model where the elements can move (for a limited number of times) from the bin they
are currently assigned to. Please note that this model still fits the general definition
of online algorithms.

It would be interesting to see if these algorithms frequently touch any particular
element and move it many times: it is also possible to demonstrate that the first
algorithm (A1) moves an element no more than once.

Contrarily to the offline model, the requests arriving to this model reach it online
and the bins are always ready to be closed with no additional effort. This model is
suitable in many different fields (for example in multiprocessor storage management
and in packing trucks).

In the environment of this less restricted model, we have presented two new
algorithms with the best approximation ratio available at this time, respectively, for
linear and O(n log n) algorithms.

These algorithms are also “more” online than all the other linear space online
bin-packing algorithms, because they allow the return of a fraction of the bins before
the end of the execution.

There are still a lot of problems which remain to be solved in this area. First, it
would be interesting to check if algorithms more efficient than A2 can be found (as far
as approximation ratio and/or time complexity are concerned). Generally speaking,
it would also be interesting to define the lower bounds of the approximation ratio of
the O(n log n) algorithms that allow the element to freely move between the bins.

It would also be interesting to verify if there is some kind of relation between the
(amortized) number of movements allowed at the arrival of each input element and
the asymptotic performance ratio. In other words: is there an algorithm that for each
ε constant is A( 1ε , f(ε))?

It would also be useful to gain more knowledge about whether the approxima-
tion ratio can be maintained and if it is possible to send output the bins containing
“enough” of the elements contained therein (e.g., what happens when all the bins
with gap less than k

3 (k ≤ 1) are send output?).
Other interesting questions concern the capacity of deleting elements from the

bins maintaining the guaranteed algorithm performance (the target is to minimize the
space wasted considering the actual element involved) and the analytical evaluation
of the average performance of this algorithm compared to the ones characterized in
[27], [30], [29], [32]. It would be very interesting to study the performances of the
algorithm as a function of the number of movements admitted.
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