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Abstract

Multiwords are words in which a single symbol can be replaced by a nonempty set of symbols. A pattern \( w \) is certain in a multiword \( M \) if it occurs in every word that can be obtained by selecting one single symbol among the symbols provided in each position of \( M \). Motivated by a problem on incomplete databases, we investigate a variant of the pattern matching problem which is to decide whether a pattern \( w \) is certain in a multiword \( M \). We study the language \( \text{CERTAIN}(w) \) of multiwords in which \( w \) is certain. We show that this regular language is aperiodic for three large families of words and we study the size of its minimal automaton.

1 Introduction

Given a pattern \( w \) and a text \( t \), the pattern matching problem is to find all the occurrences of \( w \) in \( t \). There exist efficient algorithms that solve this problem, like the well-known Knuth-Morris-Pratt algorithm [1] and Boyer-Moore algorithm [2] (see also Chapters 3 and 4 in [3]).

Several extensions of this problem have been studied. Instead of a single pattern \( w \), the Aho-Corasick algorithm efficiently finds in a text \( t \) all the occurrences of words \( w \) taken from a finite set of words [4]. A more general problem is the regular expression matching problem where the pattern is a set of words specified by a regular expression (see for instance Chapter 7 in [3]).

Other extensions deal with the pattern matching problem by allowing don’t-care symbols in the pattern \( w \) and/or in the text \( t \). In this case, some positions in the pattern or the text can contain a set of symbols, instead of a single symbol. A word with don’t-care symbols represents a finite set of (classical) words obtained by selecting a single symbol among the symbols provided in each don’t-care position. Therefore, if \( w \) is a pattern with don’t-care symbols and \( t \) is a text, the problem consists in finding all the occurrences of words represented by \( w \) in the text \( t \). When \( w \) is a pattern and \( t \) is a text with don’t-care symbols, we are interested in finding the occurrences of \( w \) in \( t \) such that in each don’t-care position \( i \), the symbol at the corresponding position of \( w \) belongs to the set of symbols of \( t \) at position \( i \).

When don’t-care symbols are allowed, most of the existing exact methods for pattern matching are useless or have to be adapted. One among the first works in this framework has been presented by Fisher and Paterson in [5]. Without being exhaustive, let us also mention the recent references [6, 7, 8].
The interest in words with don’t-care symbols is driven by applications in computational biology, cryptanalysis, musicology, and other areas. In computational biology, DNA sequences may still be considered to match each other if letter A (respectively, C) is juxtaposed with letter T (respectively, G); analogous juxtapositions may count as matches in protein sequences. In cryptanalysis, so far undecoded symbols may be known to match one of a specific set of letters in the alphabet. In music, single notes may match chords, or notes separated by an octave may match.

Our problem is motivated by research in incomplete historical databases, as described in [9]. Incomplete databases represent sets of possible databases, also called repairs. Given a query, we are interested in answers that are true in every repair of the incomplete database. The queries ask whether a sequence \( w = a_1 \ldots a_n \) is encountered in every repair, i.e. whether in every repair we can find a sequence \( t_1 \ldots t_n \) of successive time points such that \( a_1 \) holds at \( t_1 \), \( a_2 \) holds at \( t_2 \), and so on. This problem can be seen as a variant of pattern matching: given a pattern \( w \) and a text \( t \) with don’t-care symbols, does \( w \) appear as a factor of each word \( z \) represented by \( t \)? It is important to notice that we want to be sure that \( w \) appears in each \( z \), and not in some \( z \). In the database scenario, it is significant to ask whether our queries are first-order expressible. The reason for this is that if a query is first-order expressible, then its data complexity is in \( \mathbf{P} \) (and even in \( \mathbf{AC^0} \)), and it can be encoded in standard database languages like SQL.

This variant of the pattern matching problem motivated by querying incomplete databases was first stated in [9] together with several partial results. Given a pattern \( w \), the authors provide a deterministic finite automaton \( A(w) \) recognizing the set \( \text{CERTAIN}(w) \) of all words \( t \) with don’t-care symbols such that \( w \) is a factor of each word \( z \) represented by \( t \). This automaton is a kind of Knuth-Morris-Pratt automaton (see Chapter 9 of [10]), with a more sophisticated use of the prefixes of \( w \). They also prove that for a particular class of words \( w \), the regular set \( \text{CERTAIN}(w) \) is aperiodic, or equivalently \([11, 12]\), first-order expressible.

In this article, we prove that \( \text{CERTAIN}(w) \) is aperiodic for three large families of words \( w \) including powers of primitive words (for a power \( \geq 3 \)) and powers of unbordered words. Based on these results, we conjecture the aperiodicity of \( \text{CERTAIN}(w) \) for all words \( w \). We also investigate the size of the minimal deterministic automaton \( \mathcal{A}_{\text{min}}(w) \) recognizing \( \text{CERTAIN}(w) \). On one hand, each state of \( \mathcal{A}(w) \) consists in a subset of prefixes of \( w \) [9]. Hence, the size of \( \mathcal{A}(w) \) may be exponential in the length of \( w \). On the other hand, each state of the Knuth-Morris-Pratt automaton is a prefix of \( w \), so the size of this automaton is linear in the length of \( w \). We experimentally compute the size of \( \mathcal{A}_{\text{min}}(w) \) for a large number of words \( w \) over a two-letter alphabet. Surprisingly, in all our experiments, it is bounded by \( |w| + \left\lfloor \frac{|w|}{2} \right\rfloor \), and in most cases, it equals \( |w| + 1 \), the size of the Knuth-Morris-Pratt automaton.

In the literature, different terms have been used for words with don’t-care symbols like indeterminate words [6], partial words, words with holes or jokers [13, 14, 15]. In each case, either the don’t-care symbol means any letter of the alphabet, or it has to be selected among a subset of the alphabet depending on its position in the word. In this article, we follow the second approach and we use the term multiword coined in [9].
The remainder of this article is organised as follows. The next section introduces terminology and notations and formalizes the problems we are interested in. Section 3 contains our main results. It establishes the aperiodicity of CERTAIN(\(w\)) for several large families of words \(w\). These families contain powers of primitive words (power \(\geq 3\)) and powers of unbordered words. Section 4 concentrates on the size of the minimal automaton recognizing CERTAIN(\(w\)). Based on experiments, we suggest an upper bound on this size which is linear in \(|w|\), and we give families of words for which this upper bound is tight.

2 Preliminaries

2.1 Multiwords

In this section, we recall the basic definitions and results on multiwords \([9]\).

Let \(\Sigma = \{a, b, c, \ldots\}\) be a finite alphabet of symbols.

Definition 1 A word of length \(n \geq 0\) is a sequence \(a_1a_2\ldots a_n\) of symbols. We denote by \(|w|\) the length of \(w\). The empty word, denoted by \(\epsilon\), has length 0. The concatenation of words \(w_1\) and \(w_2\) is denoted by \(w_1 \cdot w_2\) and naturally extends to sets of words. If \(S\) and \(T\) are sets of words then \(S \cdot T = \{w_1 \cdot w_2 \mid w_1 \in S, w_2 \in T\}\). If \(w = p \cdot q\), then \(p\) is called a prefix of \(w\) and \(q\) a suffix. A prefix (or suffix) of \(w\) that is distinct from \(w\) is called proper. We say that a word \(w\) is a factor of \(v\), denoted by \(v \triangleright w\), if there exist words \(p\) and \(q\) such that \(v = p \cdot w \cdot q\). A word \(w \in \Sigma^+\) is primitive if \(w = v^k\) implies \(k = 1\).

A word \(w\) is called unbordered if no nonempty proper suffix of \(w\) is a prefix of \(w\).

Definition 2 We define the powerset alphabet as \(\hat{\Sigma} = 2^\Sigma \setminus \{\emptyset\}\). A multiword \(M = \langle A_1, \ldots, A_n \rangle\) is a finite word over the powerset alphabet \(\hat{\Sigma}\), i.e. \(A_i \subseteq \Sigma\) and \(A_i \neq \emptyset\) for all \(i\). Given a multiword \(M = \langle A_1, \ldots, A_n \rangle\), we define the set of words represented by \(M\):

\[
\text{words}(M) := \{a_1a_2\ldots a_n \mid \forall i \in \{1, \ldots, n\} : a_i \in A_i\}
\]

Let \(w\) be a word. We say that a word \(w\) is certain in \(M\), denoted \(M \triangleright_{\text{certain}} w\), if \(w\) is a factor of every word in \(\text{words}(M)\).

Example 1 The following multiword \(M\) contains two symbols with values \(\{a, b\}\) and \(\{c, d\}\). Curly braces are omitted for symbols that are singletons; for example, \(\{a\}\) is written as \(a\).

So, for \(M = \langle a, b, d, a, b, c, a, \{a, b\}, b, d, a, b, \{c, d\}, a, b, c, a, b \rangle\), we have:

\[
\text{words}(M) = \{ \text{ab dab ca ab dab ca}, \text{ab dab ca ab dab ca}, \text{ab dab ca ab dab ca}, \text{ab dab ca ab dab ca} \}.
\]

Hence, \(M \triangleright_{\text{certain}} \text{ab dab ca}\) because \(\text{ab dab ca}\) is a factor of each word in \(\text{words}(M)\).
Definition 3 Given a word $w \in \Sigma^+$, we are interested in the language $\text{CERTAIN}(w) \subseteq \hat{\Sigma}^*$ defined as follows:
$$\text{CERTAIN}(w) := \{ M \in \hat{\Sigma}^* \mid M \models \text{certain } w \}$$

In the next subsection, we recall known results [9] about the language $\text{CERTAIN}(w)$, and we formulate two problems for which we provide partial answers in the remainder of the article.

2.2 Known results and problems

We first recall a procedure for deciding membership of $\text{CERTAIN}(w)$. This procedure is interesting because it directly leads to the construction of a deterministic finite automaton which accepts $\text{CERTAIN}(w)$.

Definition 4 Let $u, w \in \Sigma^*$. We note $\text{sufpre}(u, w)$ the maximal suffix of $u$ that is also a prefix of $w$. For a set $S$ of words, we define $\text{sufpre}(S, w) = \{ \text{sufpre}(u, w) \mid u \in S \}$. We define $[S] = S \setminus \{\Sigma^+ \cdot S\}$, that is, $[S]$ is the smallest set of words satisfying $[S] \subseteq S$ and $[S]$ contains a suffix of every word in $S$.

For example, $\text{sufpre}(abcd, cde) = cd$ and $\text{sufpre}(ab, c) = \epsilon$. For the set $S = \{aa, ac, abc, bc, c\}$, we have $[S] = \{c, aa\}$. The following lemma provides a procedure for deciding membership of $\text{CERTAIN}(w)$ [9]:

Lemma 1 Let $M = \langle A_1, \ldots, A_n \rangle \in \hat{\Sigma}^*$ and $w \in \Sigma^+$. Let $(S_0, S_1, \ldots, S_n)$ be the sequence such that:

- $S_0 = \{\epsilon\}$, and
- for every $i \in \{1, \ldots, n\}$, $S_i = [\text{sufpre}(S_{i-1} \cdot A_i, w) \setminus \{w\}]$.

Then, $M \in \text{CERTAIN}(w)$ if and only if $S_n$ is empty.

Example 2 The construction is illustrated in Figure 1 for the word $w = abdabcab$ and the multiword introduced in Example 1:

$$M = \langle a, b, d, a, b, c, a, \{a, b\}, b, d, a, b, \{c, d\}, a, b, c, a, b \rangle$$

The set $S_8$, for instance, is computed from $S_7 \cdot A_8 = \{abdabca, w\}$, in which $abdabca$ is replaced with its suffix $a$, and the word $w$ is removed.

Intuitively, the construction of $(S_0, S_1, \ldots, S_n)$ for a word $w$ and a multiword $M$ can be thought of as executing the pattern matching algorithm of Knuth-Morris-Pratt [1] simultaneously on every word in $\text{words}(M)$. In particular, if every symbol of the multiword is a singleton, this algorithm runs in a way that is similar to the Knuth-Morris-Pratt algorithm.

Lemma 1 suggests the following construction of a deterministic finite automaton recognizing $\text{CERTAIN}(w)$ [9].

Definition 5 Let $P$ be the set of proper prefixes of $w$. We define the deterministic finite automaton $A(w) = (Q, \hat{\Sigma}, S_0, F, \delta)$ on the powerset alphabet $\hat{\Sigma}$. Its finite set of states is $Q = \{[S] \mid S \subseteq P\}$. The initial state is $S_0 = \{\epsilon\}$, and the final states are $F = \{\emptyset\}$. The transition function $\delta : Q \times \hat{\Sigma} \rightarrow Q$ is defined by:

$$\delta(S, A) = \{\text{sufpre}(S \cdot A, w) \setminus \{w\}\}$$
For instance, Figure 2 shows the reachable states of $A(abb)$ for the alphabet $\Sigma = \{a, b\}$. The following proposition states that $\text{CERTAIN}(w)$ is regular.

**Proposition 1** ([9]) For every word $w$, $A(w)$ recognizes $\text{CERTAIN}(w)$.

Note that the size of $A(w)$ may be exponential in $|w|$, as the states are subsets of prefixes of $w$.

**Problem 1** Is the size of the minimal automaton recognizing $\text{CERTAIN}(w)$ polynomially bounded in $|w|$?

We recall that the Knuth-Morris-Pratt automaton of $w$ associated to the pattern matching algorithm of Knuth-Morris-Pratt (as done in [10]) has a linear size equal to $|w| + 1$.

Another result of [9] states that $\text{CERTAIN}(w)$ is aperiodic for a particular family of words $w$.

**Definition 6** A language $L$ over an alphabet $\Sigma$ is *aperiodic* if there exists $k > 0$ such that for every word $p, u, q \in \Sigma^*$, we have:

$$p \cdot u^k \cdot q \in L \iff p \cdot u^{k+1} \cdot q \in L$$
Proposition 2 ([9]) Let \( a \in \Sigma \). If \( w \) is a word over \( \Sigma \setminus \{a\} \), then CERTAIN\((a \cdot w)\) and CERTAIN\((w \cdot a)\) are aperiodic.

The question whether CERTAIN\((w)\) is aperiodic for all \( w \) has already been raised in [9].

Problem 2 Determine if, for every word \( w \in \Sigma^+ \), CERTAIN\((w)\) is aperiodic. This corresponds to proving that for every \( w \in \Sigma^+ \), there exists \( k > 0 \) such that for all \( P, U, Q \in \hat{\Sigma}^* \),

\[
P \cdot U^k \cdot Q \rightharpoonup_{\text{certain}} w \iff P \cdot U^{k+1} \cdot Q \rightharpoonup_{\text{certain}} w
\]

3 Aperiodicity

In this article we show that CERTAIN\((w)\) is aperiodic for several large families of words \( w \). Our proofs are based on two main lemmas. Lemma 2 states that one can avoid one of the two implications of Definition 6 for proving aperiodicity. Lemma 3 is the core tool in all our proofs.

Lemma 2 Given a word \( w \in \Sigma^+ \), CERTAIN\((w)\) is aperiodic if there exists \( k > 0 \) such that for all \( P, U, Q \in \hat{\Sigma}^* \),

\[
P \cdot U^k \cdot Q \rightharpoonup_{\text{certain}} w \implies P \cdot U^{k+1} \cdot Q \rightharpoonup_{\text{certain}} w
\]

Proof. [Sketch] The proof is based on the following property of regular languages, that can be applied to CERTAIN\((w)\) since it is regular (see Chapter 1 of [16]). There exist \( n \geq 0, p \geq 1 \) such that \( \forall m \geq n, \forall P, U, Q \in \hat{\Sigma}^* \),

\[
P \cdot U^m \cdot Q \rightharpoonup_{\text{certain}} w \iff P \cdot U^{m+p} \cdot Q \rightharpoonup_{\text{certain}} w
\]

Definition 7 Given a word \( w = a_1a_2 \cdots a_n \), we define the positions in \( w \) as the set \( \{0, 1, \ldots, n\} \). For \( 1 \leq i \leq n-1 \), position \( i \) of \( w \) can be seen as the position between \( a_i \) and \( a_{i+1} \). Position 0 precedes the first letter, while position \( n \) follows the last letter.

Lemma 3 Let \( w \in \Sigma^+ \) be a word. Let \( P, U, Q \in \hat{\Sigma}^* \) be multiwords such that \( P \cdot U^k \cdot Q \rightharpoonup_{\text{certain}} w \). Let \( p \in \text{words}(P) \), \( q \in \text{words}(Q) \) and \( u \in \text{words}(U^{k+1}) \). If \( m = p \cdot u \cdot q \) does not contain \( w \) as a factor, then for every position \( \pi \) in \( m \), if \( |P| \leq \pi \leq |P \cdot U^k| \) then there exist positions \( \pi' < \pi \) and \( \pi'' > \pi + |U| \) in \( m \) such that the nonempty factors \( x \) (resp. \( y \)) between \( \pi' \) and \( \pi \) (resp. \( \pi + |U| \) and \( \pi'' \)) satisfy \( w = x \cdot y \).

The situation in Lemma 3 is depicted in Figure 3. The couple \((x,y)\) mentioned in Lemma 3 is called a decomposition of \( w \) at position \( \pi \).

Proof. Let \( \pi \) be a position in \( m \) such that \( |P| \leq \pi \leq |P \cdot U^k| \). We can assume \( m = p \cdot v_1 \cdot u_1 \cdot v_2 \cdot q \) with \( |p \cdot v_1| = \pi \) and \( |u_1| = |U| \). Let \( m' = p \cdot v_1 \cdot v_2 \cdot q \). From \( P \cdot U^k \cdot Q \rightharpoonup_{\text{certain}} w \) and \( m' \in \text{words}(P \cdot U^k \cdot Q) \), we have \( m' \rightharpoonup w \). The situation is:
Figure 3: Decomposition \((x, y)\) of \(w\) at position \(\pi\).

Figure 4: Configuration in the proof of Proposition 2.

\[ m = \overline{P \cdot v_1 \cdot u_1 \cdot v_2 \cdot q} \overline{\not\vdash w} \]

\[ m' = \overline{P \cdot v_1 \cdot v_2 \cdot q} \overline{\not\vdash w} \]

But \(m \not\vdash w\) implies \(p \cdot v_1 \not\vdash w\) and \(v_2 \cdot q \not\vdash w\), so it must be the case that \(p \cdot v_1\) ends with some nonempty prefix \(x\) of \(w\) and \(v_2 \cdot q\) starts with some nonempty suffix \(y\) of \(w\) and that \(w = x \cdot y\). We can take \(\pi' = \pi - |x|\) and \(\pi'' = \pi + |u_1| + |y|\).

Proof. [Proposition 2] We show that Lemma 2 can be applied, with \(k = |w| + 1\). Let \(P, U, Q\) be multiwords such that \(P \cdot U^k \cdot Q \not\vdash w\).

Let \(m = p \cdot u \cdot q\) be such that \(p \in \text{words}(P), u \in \text{words}(U^{k+1})\) and \(q \in \text{words}(Q)\). Assume, for contradiction, that \(m \not\vdash w\). Let us consider the position \(\pi = |p| + |w| + |U|\).

To apply Lemma 3 at \(\pi\), we have to show that \(|P| \leq \pi \leq |P \cdot U^k|\). Obviously, \(|P| \leq \pi\). Notice that \(|w| \leq |U^{k-1}|\), because \(|w| = k - 1\) and \(|U| > 0\) (otherwise we directly obtain a contradiction from \(P \cdot U^k \cdot Q \not\vdash w\) and \(m \not\vdash w\)). By adding \(|p| + |U|\) on both sides of the inequality \(|w| \leq |U^{k-1}|\), we get \(\pi \leq |P \cdot U^k|\).

Thus we can apply Lemma 3 at position \(\pi\), and get a decomposition \((x, y)\) of \(w\) at \(\pi\), as depicted in Figure 4. Let \(v_1, v_2\) be such that \(m = p \cdot v_1 \cdot v_2 \cdot q\) and \(|p \cdot v_1| = \pi\). Hence, \(p \cdot v_1\) ends with \(x = a \cdot x'\). But since \(x\) is a proper nonempty prefix of \(w\), and \(\pi = |p| + |w| + |U|\), \(v_1\) ends with \(x\), i.e. \(v_1 = v_1' \cdot a \cdot x'\) for
some \( v'_1 \). Consider now the position \( \pi' = |p \cdot v'_1| - |U| \). Obviously, \( \pi' \leq |P \cdot U^k| \) because \( \pi' \leq \pi \). We also have \( |P| \leq \pi' \), because \( \pi' \geq \pi - |U| - |w| \). So we use Lemma 3 to obtain the decomposition \((s, t)\) of \( w \) at position \( \pi' \) (see Figure 4). Therefore, \( t \) is a proper nonempty suffix of \( w \), and its first letter is “a” because it is the first letter of \( x \). This contradicts the definition of \( w \).

We now present three large families of words \( w \) for which we prove the aperiodicity of CERTAIN(\( w \)). As the related proofs are long and quite technical, we only give a sketch for convenience. The three proofs are based on two main arguments. The first one is Lemma 3, and the second one uses a notion of synchronization, that differs for each family.

The first family contains powers (\( \geq 3 \)) of a primitive word. This is a very interesting family since it is well known [17] that every word is a power (\( \geq 1 \)) of a primitive word.

**Theorem 1** If \( w = v^k \cdot v' \) where \( v \) is primitive, \( k \geq 3 \), and \( v' \) is a (possibly empty) proper prefix of \( v \), then CERTAIN(\( w \)) is aperiodic.

**Proof.**[Sketch] Consider a word \( m \) over \( \Sigma \), with a factor \( u \) of size \( |v| \). As \( v \) is primitive, there is at most one pair \((u_1, u_2) \in \Sigma^* \times \Sigma^+\) such that \( u = u_1 \cdot u_2 \) and \( u_2 \cdot u_1 = v \). In other words, for the considered \( w \), when two prefixes of \( w \) share a common window of size \( |v| \), they have to synchronize according to \( v \). For instance, the situation depicted in Figure 5 cannot hold for a primitive word \( v \).

This property still holds for a window of size \( |v| - 1 \). This can be proved using Fine and Wilf’s theorem [18].

The complete proof is based on this synchronizing property and our key lemma (Lemma 3). It is rather long and technical.

The second family is composed of every power of an unbordered word. Notice that it contains the words of Proposition 2.

**Theorem 2** If \( w = v^k \) with \( v \) an unbordered word and \( k \geq 1 \), then CERTAIN(\( w \)) is aperiodic.

**Proof.**[Sketch] The proof is in the vein as the previous one. It is based on Lemma 3 and the following synchronization property. As \( v \) is unbordered, a prefix of \( w \) cannot overlap with a suffix of \( w \), except if it is a power of \( v \). The complete proof is again long.

Given a symbol \( a \in \Sigma \), the last family contains words \( w \) in which one among the distances between two consecutive \( a \)’s is smaller than the other ones.
Proposition 3 Let \( a \in \Sigma \). Let \( w = r_0 \cdot a \cdot r_1 \cdot a \cdots a \cdot r_n \) with

1. \( a \) not in \( r_0 \cdot r_1 \cdots r_n \)
2. \( \exists i \in \{1, \ldots, n-1\}, \forall j \neq i \in \{0, \ldots, n\}, |r_i| < |r_j| \)

Then \( \text{CERTAIN}(w) \) is aperiodic.

Proof. [Sketch] We show Lemma 2 for \( k \) chosen large enough. Let \( P, U \) and \( Q \) be multiwords such that \( P \cdot U^k \cdot Q \triangleright_{\text{certain}} w \). Assume by contradiction that there exists a word \( m = p \cdot u \cdot q \) such that \( p \in \text{words}(P) \), \( u \in \text{words}(U^{k+1}) \), \( q \in \text{words}(Q) \), and \( m \not\triangleright w \). The proof is in two parts. By Lemma 3, the first part states that there exists some position \( \pi \) in \( m \) such that in the decomposition \((x, y)\) at position \( \pi \), either \( x \) or \( y \) contains the factor \( a \cdot r_i \cdot a \) of \( w \). Again by Lemma 3, the second part shows that \( m \) must contain \( w \) as a factor by choosing appropriate positions \( \pi' \) for decompositions around the factor \( a \cdot r_i \cdot a \) located in \( x \) or \( y \) in the first step. This leads to the contradiction.

The three preceding families do not cover all the words \( w \in \Sigma^+ \). Nevertheless, we are convinced that aperiodicity of \( \text{CERTAIN}(w) \) holds for every \( w \).

4 Size of the minimal automaton

This section investigates Problem 1. The size of the minimal deterministic automaton\(^1\) recognizing a language gives insights on the algebraic structure of this language. A small size of this automaton for \( \text{CERTAIN}(w) \) could imply strong properties of this language. We did a number of experiments in order to study the size of the minimal deterministic automaton \( A_{\text{min}}(w) \) recognizing \( \text{CERTAIN}(w) \), over the alphabet \( \Sigma = \{a, b\} \). Other experiments on larger alphabets confirmed these observations.

Exhaustive experiments. The first experiments concern an exhaustive study of the set of words \( w \) over \( \Sigma = \{a, b\} \) such that \( 1 \leq |w| \leq 16 \). We obtained some surprising results:

- No minimal automaton \( A_{\text{min}}(w) \) has more than \( |w| + \lceil |w|/2 \rceil \) states for \( |w| \geq 2 \).
- A majority of minimal automata \( A_{\text{min}}(w) \) has \( |w| + 1 \) states, as in Knuth-Morris-Pratt automata.

This means that for these words \( w \), each state of \( \mathcal{A}(w) \) having several prefixes can be merged with a state having only one prefix, i.e. a state (equivalent to a state) of the Knuth-Morris-Pratt automaton.

The situation is depicted in Figure 6, for all words of length 14. For these words, the size of \( A_{\text{min}}(w) \) ranges from 15 to 21. For each size in this range, the number of minimal automata of this size is indicated.

- The distribution of the number of minimal automata for each size of automata is quite similar for each length of \( w \). Figure 7a presents this distribution for \( |w| \) ranging from 1 to 16 (the number of automata is in logscale).

\(^1\)In this article, the size of an automaton is its number of states.
Figure 6: Distribution of the number of automata for words $w$ of length 14.

Figure 7: Distribution of the number of minimal automata for each size of automata

Non-exhaustive experiments. We also ran a lot of experiments for random words of length up to 26. These experiments (about 250,000 words) never gave a counter-example for these three observations.

Figure 7b shows the distribution of the number of automata for the random experiments. Data are represented in the same way as in Figure 7a.

Based on these experiments, we want to reformulate Problem 1 in a more precise way:

Problem 3 Determine if, for all $w \in \Sigma^*$ with $|w| \geq 2$, the size of the minimal automaton recognizing $\text{CERTAIN}(w)$ is at most $|w| + \lceil \frac{|w|}{2} \rceil$.

Families of words $w$ maximizing $|A_{\text{min}}(w)|$. Through our experiments we identified several families of words $w$ for which the minimal automaton $A_{\text{min}}(w)$ reaches what we think to be the highest number of states. These families are:
• $a^{k+2}ba^k b$ (for $0 \leq k$)
• $a^{k+2}ba^j ba^k b$ (for $0 < j < k$)
• $a^{k+3}ba^k b$ (for $0 \leq k$)
• $a^{k+3}ba^j ba^k b$ (for $0 < j < k$)

For the first family, i.e., $w = a^{k+2}ba^k b$, we explicitly construct the minimal automaton $A_{\text{min}}(w)$ and we show that it has a size of $3k + 6 = |w| + \lfloor \frac{|w|}{2} \rfloor$.

**Proposition 4** Let $k \geq 0$. Let $w = a^{k+2}ba^k b$. The minimal automaton that recognizes $\text{CERTAIN}(w)$ has $|w| + \lfloor \frac{|w|}{2} \rfloor$ states.

**Proof.**[Sketch] Let $w = a^{k+2}ba^k b$ with $k \geq 0$. We use the procedure described in Definition 5 to construct the automaton $A(w)$. The resulting automaton is illustrated in Figure 8. Notice that for simplicity, the lacking transitions all lead to state $\{e\}$ and the non-reachable states have not been drawn. The procedure ensures that this automaton recognizes exactly the language $\text{CERTAIN}(w)$.

It is easy to see that the state in gray is equivalent to the state $\{a^{k+2}, a^{k+2}b\}$ so it can be merged with it. It can also be shown that the remaining states cannot be merged. This is done by exhibiting words that belong to the residual language of a first state, but not to the residual language of a second state. □

## 5 Conclusions and perspectives

A multiword $M$ represents a set words($M$) of words. Given a word $w$, we said that $w$ is certain in $M$ if it occurs in every word represented by $M$. We study
the set \( \text{CERTAIN}(w) \) which contains every multiword in which \( w \) is certain. In particular, motivated by the problem of querying incomplete databases, we are interested in the aperiodicity of \( \text{CERTAIN}(w) \). We prove it for three large families of words \( w \) that contain in particular powers of primitive words (power \( \geq 3 \)) and powers of unbordered words.

We also consider the size of the minimal deterministic automaton \( A_{\text{min}}(w) \) recognizing \( \text{CERTAIN}(w) \). Regarding our numerous experiments, we suggest an upper bound for this size and we show that it is reached by the family of words \( w = a^{ba^k + b} \).

Based on these results, we conjecture the aperiodicity of \( \text{CERTAIN}(w) \) for all words \( w \) and a size of \( A_{\text{min}}(w) \) lower than or equal to \( |w| + \lfloor \frac{|w|}{2} \rfloor \).
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