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Abstract—Peer-to-Peer (P2P) networks have proven to enable
large-scale content distribution over the Internet thanks to peers
organization in overlays. However, real-time content delivery
such as live and video on demand (VoD) streaming applications
requires significant consideration in term of peer organization to
provide concurrent users with adequately satisfying viewing
experiences. In this paper, we present an adaptive video
streaming mechanism that constructs overlay networks based on
Small-World (SW) of peers. Our approach combines the key
characteristics of P2P push and pull mechanisms to improve the
packet delivery ratio and the overall quality of service.
Furthermore, we tackle peer heterogeneity using scalable video
coding (SVC) that is considered more promising for real-time
applications over heterogeneous networks. Our mechanism is
evaluated and compared with existing approach. The obtained
results show the effectiveness of the proposed overlay
organization in term of lowering the packet loss ratio and the
delay jitter. This proves the application of our mechanism to live
and VoD delivery.

Keywords: P2P Network, Small-World, Overlay Organization,
Push-Pull content delivery, Quality of Service (QoS).

L INTRODUCTION

Due to the deployment complexities of IP multicast,
application layer multicast has attracted more research
interests and efforts. It has enabled different streaming
systems to be successfully deployed and serving tens of
thousands of simultaneous wusers having heterogeneous
characteristics. Most of these systems are constituted of large
number of peers forming P2P network which are organized
into virtual overlay networks irrespective to their physical and
geographical characteristics. P2P networks are heterogeneous
and highly volatile networks. They are constructed of
asymmetric network links that offer different uplink (user-to-
network) and downlink (network-to-user) capacities. The
difference of uplink and downlink capacities makes it difficult
to retrieve in real-time, the whole media content from a single
sender peer when it is the only contributor to the stream [1]. In
P2P network peers join and leave the overlay networks in a
distributed manner without a prior notification. This makes
maintaining a smooth quality of service (QoS) an important
research challenge. Our target objective is to design a P2P
streaming mechanism which achieves the following goals:
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—  Low Delay: We would like to construct a P2P overlay
which minimizes the delay from source to receiver
peer. Real-time streaming applications are sensitive to
delay. Thus an overlay with low delay is required for
these applications.

—  Peer Dynamicity: In P2P networks, peers join or leave
the network at any time. The desired overlay should be
able to handle peer dynamicity.

— Scalable and Adaptive: The mechanism should be
scalable to large number of users. It should be adaptive
in the sense that it continuously improves the overlay
based on the existing user characteristics.

—  Maximizing Bandwidth Utilization: Peers in the
network have different uplink bandwidth. The
proposed overlay should fulfill the streaming rate
requirement for each peer despite bandwidth
heterogeneity. It should also provide some kind of
incentive mechanism (relatively lower delay) to peers
providing greater contribution to overlay.

Generally, P2P video streaming systems are classified into
structured (tree-based) [2] and unstructured (mesh-based)
systems in terms of video content delivery. Tree-based
systems implement push based video delivery mechanism in
which contents are delivered following the tree path from root
(source peer) to destination (receiver) peer. Although, tree
based approach is simple and achieves low delay, the failure
of a node can affect the streaming quality of descendants.
Moreover, tree-based approaches cannot guarantee the
streaming rate as it is limited by the minimum uplink
bandwidth of a node in the tree. In contrast to the tree-based
systems, there is no specific criterion for the organization and
content delivery in mesh-based systems. Any peer having the
requested content blindly pushes it to the neighbor peers
following different routes. It is possible that any peer receives
same part of the video content from multiple peers that results
into redundancy problem. To avoid such problem, mesh-based
systems implement pull-based mechanism for video delivery.
In this mechanism, a peer pulls the required media content
from the other peers. More recently, a number of hybrid
systems based push-pull approaches have been proposed to
combine both tree-based push approaches and mesh-based pull


http:978-1-4244-4624-7/09/$25.00

approaches[3][4]. In such systems, all the active peers having
the video content maintain different buffer maps representing
the information for the available chunks with certain peers.
These buffer maps are exchanged among peers. A peer
seeking for certain media content determines a schedule to
pull different chunks from multiple peers.

These mechanisms facilitate the video content delivery
with higher scalability and in cost effective manner. P2P
systems are also considered highly volatile and dynamic in
nature. To cope with the dynamicity issue and to ensure
smooth QoS, they have to implement peer switching
mechanism [5]. A peer participating in the delivery process
and which leaves the system has to be replaced with another
peer. This peer switching mechanism can add a significant
overhead due to peer selection and remplacement.

We address the abovementioned issues in our proposed
video streaming mechanism by combining the characteristics
of push and pull content delivery and by incorporating peers
organization into clustered overlays, forming a Small World
(SW) [6]. Our mechanism includes (1) peers organization in
different overlay network, (2) video content delivery from
sender peer using push-pull mechanism, and (3) quality
adaptation to serve video content to heterogeneous receiver
peers in accordance to their network and terminal capabilities.

It is worth noting that the organization of peers in small
world allows ensuring lower delay from source to destination
peer. This organization is based on a relative priority of the
sender peers contributing to the streaming.

In this mechanism different peers receive different parts of
video from multiple sender peers using the push and pull
mechanism as shown in Figure 1. In this figure a single peer
receives video from multiple sender peers using the PUSH
mechanism and the missing parts are retrieved using the PULL
mechanism. In such mechanism a receiver side scheduler is
implemented to orchestrate the delivery of the different parts
of video from different sender peers. All the video packets
received from the sender peers are combined in different
buffers that are monitored regularly to identify when we need
to implement pull-based mechanism to receive the missing
parts of the video before their actual playback deadline.
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Figure 1: Architecture for Receiver Centric Video Streaming

Moreover, our proposed mechanism is based on Scalable
Video Coding (SVC) that is considered more suitable for
heterogeneous networks and receivers due to its simple real-
time content adaptations capabilities. Furthermore, we
incorporate quality adaptation over received SVC layers in
accordance to the receiver’s characteristics and preferences.

The rest of the paper is organized in different sections. A
brief related work and motivation is presented in section 2. The

proposed mechanism is described in details in sections 3
addressing major components involved in video delivery over
P2P networks. Section 4 illustrates the performance evaluation
and section 5 presents a brief conclusion while highlighting
some of the future perspectives.

II. RELATED WORKS

P2P-based video streaming systems have attracted both
research and academia and a number of solutions have been
proposed to address different challenging issues. In this
section, we highlight some of the known solutions that exploit
the push and pull video distribution.

CoolStreaming/DONet (CS) [7] presents a framework for
live media streaming based on data-driven overlay networks
where each peer periodically exchanges data availability
information with each other. The participating peers form a
mesh network, and the peers in the data-driven overlay network
are organized in a Breath-First-Search (BFS) tree. Each peer
receives video content from its parent peer, after this
organization. This approach organizes the participating peers
into multiple trees for incorporating video delivery. This
framework has shown a great improvement in the video
distribution with high scalability. However, it does not
incorporate the fundamental design of mesh network in the
proposed solution.

PRIME [8] presents receiver-centric video streaming
mechanism over P2P mesh networks. This study shows that
mesh-based P2P live streaming can effectively incorporate
swarming content delivery. The mesh-based networks exploit
the characteristics of retrieving the missing parts of video. The
main objective of this system resides in minimizing the effects
of bandwidth and content bottleneck. The proposed mechanism
provides high scalability and cost effective live video
distribution. The underlying video encoding is based on
multiple descriptions coding (MDC), however there is no real
codec available for this encoding scheme that can be used for
real-implementation.

“GridMedia” [9] is another well known system offering
P2P-based IPTV services. It organizes the peers in unstructured
overlay networks and implements a push-pull based approach
to fetch the media contents from the neighbor peers. It
implements a block scheduling mechanism for -efficient
contents sharing among the peers. The neighbor peers are
selected on the random basis. The push-pull based mechanism
offers the benefits of the receiver-centric approach and also
reduces the overall latency. “iGridMedia” [10] is an extension
of the “GridMedia” protocol that is open source solution. This
protocol focuses on providing delay-guaranteed services to
support real-time applications. It provides high scalability and
it is considered suitable even for very large number of users,
requesting for same channel.

Chainsaw [11] employed a pull based mechanism on top of
an unstructured topology. Each peer is connected to a set of
neighbors. Every peer creates a list of desired packets. When a
peer receives a packet it sends notification to its neighbors. If
notification message contains the sequence number of those
packets as in desired packet list, it requests those packets from
neighbor.

In contrast to the other available solutions, we proposed a
mechanism to organize the peers in overlay networks forming



the small world. The participating peers are organized in two
different layers on the basis of their relative priority towards
offered QoS. Moreover, we incorporated push-pull content
delivery mechanism that is used to receive the whole video
contents that overcome the problem of simple push or pull
based content delivery. Furthermore, the use of scalable video
coding (SVC) makes our system more promising that is
considered highly suitable for heterogeneous networks and
terminals due to its real-time content adaptation characteristics.

III. PUSH-PULL MECHANISM FOR ADAPTIVE VIDEO
STREAMING

Two major components are designed and implemented for
our streaming system: (1) overlay organization mechanism to
organize participating peers and (2) end-to-end content delivery
utilizing push-pull mechanisms. The P2P system comprises
these four entities: (a) Source server or Seeder, (b) Tracker, (c)
super peers, and (d) ordinary peers. The source server is the
seeder of the original video contents. It can be a dedicated
server or an ordinary seeder peer. Tracker plays an important
role in the proposed system that is responsible for assisting
participating peers to communicate with each others to find
their bootstrapping peers. Whenever a new peer enters the
system, it contacts the tracker and provides him its IP address
and its available bandwidth range. In response, the tracker
provides a list of available super peers that lies in the same
bandwidth range. The participating peers in P2P networks are
classified as super peers or ordinary peers having distinct role
in the streaming mechanism. The detailed streaming
mechanism is presented in the following sub-sections.

A.  Overlay Organization

In P2P networks, all the peers are organized in overlay
networks that are virtual networks, constructed on the top of
the physical networks. We organize the participating peers into
overlay network in the form of a small world (SW) forming
different clusters. This small world represents a class of
random graph in which every peer is accessible from other peer
in small number of hops [6]. The motivation of using small
world is to ensure robustness and guaranteed bandwidth that
can be achieved by decreasing the number of hops between
source and receiver peers from application (overlay) level
perspective. Thus, it decreases the end-to-end (e2e) delay that
is desired for the real-time streaming applications compared to
pure tree-based approach.

Let “D,” represents the total delay to reach any peer ‘k’
having parent peer ‘j’ from a source peer ‘S’. The value of “D,”
is given as:

J
D, |Y.D, |+d,, Eq. 1
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In Eq. 1, “d;y” represents the e2e delay from peer ‘j’ to peer
‘k’. The small world network is used in order to minimize the
“Dy” from source to the receiving peer. The small world
overlay organization is used to minimize the delay by limiting
the total number of hops between sender peers and receiver
peers.

The participating peers are organized in overlay network of
two layers, First layer is comprised of super peers, whereas
ordinary peers are organized in second layer forming different

clusters of small world. All ordinary peers in the same cluster
are connected with each other forming a mesh network and
also connected to a super peer. The overlay based small world
peers organization is shown in Figure 2.

SW (Small World)

Figure 2: Small World Overlay Organization of Peers

Super peers are selected among ordinary peers due to their
high uplink capabilities. The availability of multiple super
peers addresses the issues of single point of failure and
enhances the overall scalability of the system. An alternative
super peer is selected in the case when a super peer is no more
available and/or unable to contribute for the video content
delivery. In the proposed architecture, all the super peers are
connected to each other in a flat unstructured overlay network.
Super peers are not static entities but they are dynamically
selected by the tracker that keeps track of all the super peers
and other participating peers. The overlay organization is
carried by the super peers selection and peers joining and
leaving mechanisms that are presented in what follows:

1)  Mechanism for Super Peer Selection
Source Peer is responsible for distributing video contents to
a fixed number of super peers that depends on the uplink
bandwidth capacity of the media source and the streaming rate
of the video content as presented in Eq. 2.

# SuperPeers (S) ~ uplink bandwidth(media source)

Eq.2
rate
Initially, super peers are selected on the basis of their uplink
bandwidth as provided to tracker while joining the network.
Once streaming process starts, these super peers are
periodically updated according to their contribution towards
actual contents delivery.

Tracker 1is responsible for calculating the peers’
contribution and updates the list of super peers. Tracker
periodically performs the active measurement to calculate the
serving strength (SS) of every peer. Serving strength is defined
as the ratio of upload capacity to download capacity. This “SS”
is further used to determine the contribution ratio (CR) of each
peer (P;) present in the small world.
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The distance of a peer (P;) from the source can be its delay
time that is the time taken by packets to arrive at the peer after
the source has streamed out. Eq. 3 shows that the selected super
peer will exhibits the best serving capacity and more localized
to media source. Thus, creating a layer of super peers can
efficiently distribute the contents to overlay. The contribution
ratio based selection of super peers also introduced the
incentive mechanism. Peers providing greater contribution to
the overlay network are selected as super peers and thus, they
are able to receive contents directly from Media source. This
mechanism encourages the ordinary peers to contribute more to
the overlay network.

The forwarding of “CR” information to tracker may not be
suitable due to its excessive overhead when there is a large
number of peers present in the network. Thus, we consider the
peers having “CR” value greater than a certain threshold to
limit the overhead. Furthermore, we assume that no malicious
peers are part of our small world because peer trust
reputation is out of scope of this paper. Hence, the provided
information by each peer is accurate and is used to determine
the best super peer selection. Tracker regularly updates the
media source about the new super peers present in the network.

2) Peer Joining Leaving
P2P networks possess dynamic characteristics where any
peer may enter and/or leave the network without any prior
notification. This volatility of peers is not suitable for the real-
time content delivery and poses significant challenges for the
maintenance of the overlay organization.

function Joinnetwork(P;, BW; )

1. if (Maxsuperpeer= false) //Initial case

2. {Connect P; to Mqyrce / Mgource (Media Source)
3. Updatesuperpeer (P;) //Add Pi to set of superpeers
4, Updatesource (P; ) }

5.Else if { for each j € set superpeer
6.{ if (Maxclustersize = false)

7. return

8.}

9.else { for each k € set ordinarypeer
10. return k

1.}

function superpeerupdate( P;, CS; ) //Superpeer updation
1. for each j € set superpeer
2. {if (CS; < CS;){
Replace CS; with CS;
Updatesuperpeer (P; )
Updatesource (P; ) }
.Elseif(deadlineexpire  true) //Keepalive deadline expires
{ CS; nul
superpeerupdate( P;, CS; )

00N LA W

}

Figure 3: Tracker Algorithm

When a new peer request the tracker to joins the network,
tracker in return provides a list of available super peers with in
same bandwidth range. Alternatively, if there is no super peer

available that can accommodate any new peer, a list of ordinary
peers having similar bandwidth range is provided. In both
cases, the new peer selects a super/ordinary peer from the list
and sends the join request. Once, the new peer joins the
network its parent peer (super/ordinary) updates the tracker that
keeps track of number of peers joining any super peer. The
algorithm for the tracker is described in Figure 3.

In P2P network when a peer leaves the network, it initiates
a departure message to its parent peer that releases the outgoing
bandwidth and notifies the tracker for the graceful departure of
this particular peer. The other case is not trivial, when a peer
suddenly leaves the network without any prior notification.
This sudden departure can be encountered by periodical “keep-
alive” message between tracker and super peers and super
peers and ordinary peers. If there is no response received from
any peer with in significant amount of time, it is assumed that
the particular peer is no more available in the network. In
return, some alternative super peer is selected to ensure the
smooth content delivery.

B. End-to-End Content Delivery

The main objective of the proposed streaming mechanism
is to ensure the e2e content delivery with improved QoS. In
this section, we present our proposed push-pull mechanism
over P2P networks.

1) Proposed Push-Pull Mechanism

The proposed content delivery mechanisms are facilitated
by incorporation of push and pull modes of the contents
delivery. In the first steps, video contents (different parts of
SVC video layers) are pushed from source peer to receiver
peer. Whereas, in the second phase, receiver peer implements
pull method to acquire the missing packets of the video layers
to construct the original video.

The objective of the pushing component is to quickly
distribute a data block to a certain number of peers, in order to
fuel the subsequent pull based exchanges. We used push-pull
based mechanism to reduce the long delays of purely pull
based approaches, because of the striking latency accumulated
hop by hop. Push-Pull mechanism greatly decreases the latency
and inherits simplicity and robustness of traditional pull
method. Thus, the proposed push-pull mechanism can obtain
the same delivery ratio with much smaller absolute delay than
the simple pull method.

In order to increase the packet delivery ratio, each super-
peer, proactively push data packets to connected ordinary
peers. We implement a buffer map for the video contents
available at different peers. The buffer map provides
information for the respective sequence number and the
playback deadline for this video packet. Some of the video
packets are lost during transmission due to the unreliability of
the network links and/or network congestion over particular
links. An overlay peer can easily detect missing packets by
using gaps in the packet sequence numbers. This information is
used to pull the missing packets from other members present in
the cluster. The algorithm for pull mechanism is similar to the
heuristic used in CoolStreaming/DONet and BitTorrent [12]. If
cluster members are unable to provide those packets, missing
packets are requested from super peer. The flat hierarchical
structure of super peer layer, allows fetching the contents from
other super peers.



In our proposed mechanism, we focus to retrieve the
missing parts of the video from alternative peers instead of
implementing peer/stream switching mechanism [12] that adds
significant overhead. However, if the missing video packets are
not available with ordinary peers then peer switching
mechanism is inevitable. In peer switching mechanism, an
alternative source peer is selected and receiver-side scheduler
assign to retrieve the missing part of video from this peer.

In P2P networks, peers are interconnected through
asymmetric networks link. In this scenario, a single sender peer
is not capable to deliver high quality video contents. In our
mechanism, a receiver side scheduler plays an important role in
video content sharing mechanism. Generally, there is large
number of source peers available in the network for popular
video contents. However, in real-time video sharing it is not
acceptable to communicate with a large number of source peers
simultaneously. The e2e communication among each sender
and receiver peers add significant overhead that degrade the
QoS for real-time streaming. Thus, receiver peer orchestrates
the whole streaming mechanism and selects a limited number
of source peers. The scheduler determines that which part of
the requested video will be receive from which source peer.
The selection and assignment of video parts is based on the
relative priority of each source peer towards offered QoS.

2)  Quality Adaptation

Quality adaptation becomes important when a receiver peer
select multiple sender peers to receive any video. This
mechanism is essential in delivering the video contents with
respect to receiver’s network, terminal capabilities and other
preferences over heterogeneous networks where participants
possess distinct characteristics. We focused to use H.264/SVC
[13] for encoding the original video contents that are used to
produce highly compressed bit streams to generate a wide
variety of bit rates. In such video encoding schema, original
video stream is truncated into many different video layers. The
“base layer” provides a significant proportion of the video
quality whereas the “enhancement layers” are used to enhance
the video quality in different dimensions. “Base layer” is
considered as the most important layer because all the
“enhancement layers” are only decodable with reference to
lower layers and “Base layer”.

The packet ordering based quality adaptation not only
ensures the base video quality for streaming session but also
adds resilience for the lower video layers. The packet’s
ordering highly depends on the receiver preferences towards
the perceived quality. SVC based video coding offers the
receiver to select the video either with high SNR quality,
temporal resolutions for varying frame rates, or spatial
resolution for the different resolutions.

In the proposed mechanism, receiver peers receive different
parts of the video from sender peers through the “super peers”
while employing the “Zigzag pattern” for content delivery
[12][14].

IV. PERFORMANCE EVALUATION

This section describes the performance evaluations of the
proposed adaptive video streaming mechanism for different
QoS parameters using NS-2 simulations [15].

A.  Simulation Setup

We performed intensive simulations to study the
performance of our proposed mechanism in order to quantify
the overall QoS parameters against CoolStreaming (CS)
mechanism that implements push-pull based content delivery
mechanism on an organized overlay structure.

Performance Metrics: The performance evaluation is carried
for different QoS metrics that include: packet delivery ratio,
delivery Latency, hop count and Jitter. These parameters have
significant role in determining the overall QoS for the real-time
streaming applications.

Video Coding: We used H.264/SVC as encoding scheme. We
truncate the original SVC video in different layers (base layer
and enhancement layers) and distribute them among different
super peers. However, our main focus resides to evaluate the
above stated QoS parameters.

Network Topology: We used the BRITE universal topology
generator [16] in the top-down hierarchical mode to map the
physical network. The network topology consists of
autonomous system (AS) and fixed number of routers. All AS
are assumed to be in the Transit-Stub manner. Peers are
attached to the routers randomly. The delay on the access links
are randomly selected between 5 to 10 ms. Moreover, each
super peer is further connected to 4 ordinary peers within each
cluster. The incoming bandwidth of super and ordinary peers
varies between 512 kbps to 5 Mbps and is uniformly
distributed throughout the network. We deployed a single
media source and the uplink bandwidth of media source is also
randomly selected from above mentioned range—Peers join the
network at random intervals. We also introduced sudden peer
departure at random intervals.

B.  Results and Discussion

Figure 4 shows the average delivery ratio for our proposed
solution in comparison to “CS”. Delivery ratio is defined as the
number of packets delivered before deadline over total number
of packets encoded. Packets are proactively pushed to ordinary
peers in the small world. A gap in sequence number identifies
the missing packets. These missing packets are requested from
the other members of small world. If a packet is pulled
successfully within its playback deadline it is consumed
otherwise dropped. Figure 4 depicts that both “CS” and
proposed mechanism perform better with increasing swarm
size, however, “CS” has lower packet delivery ratio due to
random content delivery as compared to our proposed small
world where content flow in an organized way. The reason is
that swarming based protocols are not affected with increasing
number of peers. The obtained results indicate that the
performance of small world based push-pull protocol remains
almost same with increasing number of peers where more than
85% packets are received before playback deadline. Thus, the
improved packet delivery ratio ensures the smooth content
delivery.
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Figure 3: Packet Delivery Ratio

Figure 5 shows the delivery latency experienced by data
packets at different peers. We measure the average time for
first packet arrival, for both mechanisms. We noticed that both
models suffer from increased average time of first packet
arrival, however, they stay relatively constant with increasing
number of peers. Due to the existence of super peers and push-
pull delivery, packets have higher chances to be delivered to
the connected clients in a smaller period of time. The other
reason is the systematic flow of content among different small
worlds with near optimal overlay hops.
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Figure 4: Average Packet Latency vs. # of Peer

Moreover, we evaluated the jitter rate for the both mechanisms
and the results are presented in Figure 6. The unavailability of
a packet at its playback time causes a jitter.

‘ Proposéd Mechanism ——
1 CoolStreaming .
0.8
[0}
©
o
£ o6
E
(0]
jo)}
Y
g 04
<
0.2 oy
‘\ee’,”(—’_“\n\ pa—

0
100 150 200 250 300 350 400 450 500

Number of Nodes

Figure 5: Average Jitter Rate vs. # of Peers

Our proposed mechanism has comparatively lower jitter rate as
compared to CS. Sometimes an intermediate piece which can
not be fetched may increase the jitter rate. In our proposed
mechanism chances of missing packets are relatively low due
to organized content flow. If a packet is acquired by a cluster
member, it implies that there are at least one or more sources
for the contents. This flow of contents saves times
as compared to CS.

Figure 7 shows the comparison of average delivery ratio
with varying streaming rates. It is observed that as streaming
rate increases, the delivery ratio for proposed mechanism
remains relatively high. Even with the streaming rate greater
than 500Kbps, delivery ratio is greater than 80%. This shows
that network capacity of proposed mechanism is sufficient to
support higher streaming rate.
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Figure 6: Average Delivery Ratio vs. Streaming Rate

Figure 8 shows the average hop count of the proposed
mechanism in comparison with CS. Hop count is referred as
the number of intermediate peers involved on the overlay path
from source to receiving peer. It is important to note that small
overlay path doesnot necessarily guarantee small delay,
however we want to emphasize the organization of overlay
using proposed mechanism. It is observed that proposed
mechanism have less number of hop counts due to
organization of peers in small world.
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V. CONCLUSION FUTURE PERSPECTIVES

We presented an adaptive video streaming mechanism by
organizing the participating peers in clustered overlay networks
in the form of small world. The overlay organization is
influenced by the “contribution ratio” of the peers towards
content delivery. The overlay is organized into two
independent layers for super peers and ordinary peers. The
actual content delivery is facilitated by a combined push-pull
mechanism. This mechanism allows receiving the full video
content by explicitly fetching the missing parts of video. Our
proposed mechanism resulted in improved packet delivery and
reduced latency to guarantee overall QoS for the video content.
The proposed mechanism is evaluated by network simulations.
The obtained results show remarkable improvements in the
received video quality. Furthermore, the organization of peers
into cluster provides better content delivery and content
distribution.

For the future perspective, we aim to extend the proposed
overlay organization and push-pull mechanism to a large P2P
network having multiple sender peers arriving at different
intervals. Furthermore we want to investigate the effect of
churn on our proposed mechanism. We aim to perform real-
time evaluation for the more personalized VoD and IPTV
service.

(6]

(7]

(8]

(9]

[10]

[11]

[12]
[13]

[14]

REFERENCES

W.-P K. Yiu, X. Jin, and S.-H G. Chan, “Challenges and Approaches in
Large-Scale Peer-to-Peer Media Streaming”, in IEEE Multimedia, Vol.
14, No. 2, pp. 50-59, April-June 2007.

M. Castro, P. Druschel, A-M. Kermarrec, A. Nandi, A. Rowstron and A.
Singh, "SplitStream: High-bandwidth content distribution in a
cooperative environment", Peer-to-Peer Systems II (IPTPS03),
Berkeley, CA, February 2003

D. HK. Tsang, K.W. Ross, P. Rodriguez, J. Li and G. Karlsson,
“Advances in Peer-to-Peer Streaming Systems [Guest Editorial]”, in
IEEE Journal on Selected Areas in Communications, Volume 25, Issue
9, pp-1609 — 1611, December 2007.

N. Magharei, R. Rejaie, “Adaptive Receiver-Driven Streaming from
Multiple Senders”. In Proc of ACM Multimedia Systems Journal,
Volume 11, Issue 6, page 1-18, Springer-Verlag, April 2006.

M. Mushtaq and T. Ahmed, “Smooth Video Delivery for SVC based
Media Streaming over P2P Networks”. In Proc. of CCNC 2008 SS
P2PMS, Jan 2008.

D. Watts and D. Strogatz, ‘Collective dynamics of Small World
Network’, Nature, 440-442, 1998.

X. Zhang, J. Liu, B. Li, and P. Yum. DONet: “A data-driven overlay
network for client live media streaming”. In Proc of IEEE INFOCOM,
2005.

N. Magharei and R. Rejaie, “PRIME: Peer-to-Peer Receiver-driven
Mesh-based Streaming”.In Proc of IEEE Infocom 2007.

M. Zhang, J-G. Luo, L. Zhao, and S. Yang, “A Peer-to-Peer Network for
Live Media Streaming - Using a Push-Pull Approach”. In Proc of ACM
Multimedia 2005.

M. Zhang, L. Sun, and S. Yang, “iGridMedia: Providing Delay-
Guaranteed Peer-to-Peer Streaming Service on Internet”. In Proc. of
IEEE GLOBECOM 2008.

V. Pai, K. Kumar, K. Tamilmani, V. Sambamurthy, A. Mohr,
“Chainsaw: Eliminating Trees from Overlay Multicast”. In Proc of
IPTPS 2005.

BitTorrent Home Page, http://www.bittorrent.com/

J. Reichel, H. Schwarz, and M. Wien.” Joint scalable video model
JSVM-8”. Technical Report JVT-U202, Joint Video Team, Hangzhou,
China, October 2006.

M. Mushtaq and T. Ahmed, “Hybrid Overlay Networks Management for
Real-Time Multimedia Streaming over P2P Networks”. In Proc of
MMNS 2007, LNCS 4787, pp. 1-13, 2007.

The Network Simulator (NS-2), http://www.isi.edu/nsam/ns/

A. Medina, A. Lakhina, I. Matta, and J. Byers, ‘BRITE: Universal
Topology Generation from a Users Perspective, BU-CS-TR-2001-003,
April 05, 2001.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (Color Management Off)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 290
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 290
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 2.03333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 800
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 2400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f0064007500630065007300200062006f006f006b00200069006e006e006500720077006f0072006b0020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f0072002000680069006700680020007100750061006c0069007400790020007000720069006e00740069006e0067002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice


