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ABSTRACT


In recent years there has been a trend for 
more user participation in Internet­based ser­
vices leading to an explosion of user­generated, 
tailored, and reviewed content and social­net­
working­based applications. The next generation 
of applications will continue this trend and be 
more interactive and distributed, putting the 
prosumers at the center of a massively multipar­
ticipant communications environment. Further­
more, future networked media environments will 
be high­quality, multisensory, multi­viewpoint 
and multistreamed, relying on HD and 3D video. 
These applications will place unprecedented 
demands on networks between unpredictable 
and arbitrarily large meshes of network end­
points. We advocate the development of intelli­
gent cross­layer techniques that, on one hand, 
will mobilize network and user resources to pro­
vide network capacity where it is needed, and, 
on the other hand, will ensure that the applica­
tions adapt themselves and the content they are 
conveying to available network resources. This 
article presents an architecture to enable this 
level of cooperation between the application 
providers, the users, and the communications 
networks so that the quality of experience of the 
users of the application is improved and network 
traffic optimized. 

INTRODUCTION


In recent years there has been a trend for more 
user participation in Internet­based applications. 
There has been an explosion of user­generated, 
tailored, and reviewed content, while social net­
working is beginning to replace traditional com­
munications technologies such as email and 
websites. Typical examples of popular applica­
tions that only exist for and because of signifi­
cant user participation are Facebook, YouTube, 
Flickr, Digg, eBay, Second Life, and Wikipedia. 
However, even though content is being created, 

modified, and consumed by a large number of 
participants, almost all of these applications still 
rely on servers adequately dimensioned and 
carefully positioned by service providers in large 
data centers at strategic locations across the 
Internet to ensure an adequate quality of experi­
ence (QoE) for their users. These deployments 
require significant investment to maintain; they 
cannot expand beyond the selected locations and 
have limited flexibility to adapt to demand varia­
tions over time. 

The next generation of applications will con­
tinue the trend of user­centricity where users are 
not just seen as consumers of a product or ser­
vice, but are active participants in providing it. 
They will be more interactive and distributed, 
putting prosumers at the center of a massively 
multiparticipant communications environment 
where they can interact in real time with other 
users and provider resources, to provide and 
access a seamless mixture of live, archived, and 
background material. Furthermore, future net­
worked media environments will be high­quality, 
multisensory, multi­viewpoint, and multi­
streamed, relying on HD and 3D video. These 
applications will place unprecedented demands 
on networks for high­capacity, low­latency, and 
low­loss communication paths between unpre­
dictable and arbitrarily large meshes of network 
endpoints, distributed around the entire globe, 
putting additional pressure for upload capacity 
in access networks. 

If the entire burden of supporting high vol­
umes of HD/3D multimedia streams is pushed to 
the Internet service providers (ISPs) with highly 
concurrent unicast flows, this would require 
operators to upgrade the capacity of their infra­
structure by several orders of magnitude to 
ensure end­to­end quality of service between 
arbitrary endpoints. 

Rather than simply throwing bandwidth at 
the problem, we advocate the development of 
intelligent cross­layer techniques that, on one 
hand, will mobilize network and user resources 
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to provide network capacity where it is needed, 
and, on the other hand, will ensure that the 
applications adapt themselves and the content 
they are conveying to available network 
resources, considering core network capacity as 
well as the heterogeneity of access network and 
end device capabilities. Meeting these challenges 
requires a previously unseen amount of coopera­
tion between application providers, users, and 
the communications networks that will transport 
the application data. While previous work, main­
ly in the telco domain, such as IP Multimedia 
Subsystem (IMS) [1] or Parlay/X [2] and more 
recently ALTO, has made progress in this direc­
tion, their use is confined to walled­garden envi­
ronments or limited in terms of services the 
applications can request. Furthermore, they do 
not address the specific exchange of information 
in both directions so as to enable overlay appli­
cations and networks to be optimized. This arti­
cle presents an architecture that enables this 
level of cooperation between the actors and 
elaborates on the related interactions. 

The next section presents some example 
applications to illustrate the benefits of collabo­
ration between the applications and the network. 
We then present an overall picture of our 
approach. We then elaborate on the cross­layer 
interactions. The functional architecture which 
captures the high­level building blocks of our 
system is detailed in the following section. We 
then describe research and standardization ini­
tiatives related to our approach. Finally, a sum­
mary of the article and a discussion of future 
work is presented. 

EXAMPLE
APPLICATIONS

The environment assumed in this article is one 
where applications are decoupled from underly­
ing communications networks and organized as 
overlay networks. The application logic will be 
distributed over numerous overlay nodes provid­
ed by end users, application providers, and even 
the ISPs themselves. The complexity of the 
nodes and the application logic being executed 
at each one depends on the sophistication of the 
application. The architecture and cooperative 
approach presented in this article has been 
designed to be of benefit to a wide spectrum of 
applications. In the simplest cases the overlay 
algorithms may be streaming live video through 
swarms, while more complex applications may 
require on­the­fly multistream 3D video process­
ing or real­time discovery and interactive track­
ing of user­generated content. Novel applications 
delivering rich user experiences will present new 
business opportunities for the consumer elec­
tronics and user applications industries beyond 
incremental changes to today’s server­centric 
and web­based content retrieval services. The 
interaction with underlying networks will also 
present new opportunities for ISPs to cooperate 
in the delivery of media applications. 

We present the following examples to illus­
trate the type of advanced services that can ben­
efit from increased cooperation with underlying 
ISPs. Their features include low­latency and 
high­capacity content dissemination; manipula­
tion of distributed and streaming content such as 

Figure
1.
Bicycle use case. 

the interpolation of multiple audio­visual streams 
from different viewpoints; exchange of live, mul­
tisensory, and contextual information between 
participants; and the discovery and navigation of 
distributed content, information and users. The 
common denominator is the collaborative pro­
duction, processing, and consumption of a mix­
ture of live, archived, and background 
high­quality media from multiple sources with 
demands than can outstrip the capabilities of the 
underlying networks unless the applications 
adapt themselves, and content is tailored to meet 
network capacity and performance constraints, 
and/or specific network services such as multicast 
or in­network caching facilities are provisioned to 
support their efficient distribution. 

One example of such an application is the 
multi­viewpoint coverage of sporting events, 
such as a bicycle race like the Tour de France 
(Fig. 1). In this scenario numerous fixed and 
mobile sources, such as professional media orga­
nizations, trackside spectators, as well as the 
cyclists themselves can generate live audio­visual 
streams. As each stream shows a specific view of 
a potentially different subject, a potentially large 
number of streams with overlapping content are 
generated. Consumers of this content, who may 
be distributed around the globe using various 
fixed and mobile end devices, can tailor their 
viewing experience by selecting from many 
streams according to their preference, or navi­
gate between streams in real time to zoom or 
pan around, or follow particular cyclists. The 
popularity of individual streams is difficult to 
predict and may change rapidly; therefore, the 
creation and adaptation of efficient distribution 
trees or meshes to transmit the content to inter­
ested sets of users at the required quality levels 
present problems that cannot easily be solved by 
individual ISPs or the application overlay in iso­
lation. ISPs are unaware of the popularity of 
dynamically changing content sources, the loca­
tions of the consumers of that content, or the 
heterogeneous end terminal capabilities in 
remote networks. From the ISPs’ perspective the 
applications are simply generating large quanti­
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Figure
2.
3D virtual conference. 

ties of traffic between unpredictable locations. 
On the other hand, application logic can track 
and match content sources and consumers, but 
efficient distribution overlays can only be built 
with knowledge of underlying network capabili­
ties so that caching and adaptation functions, for 
example, can be placed where they are required 
and are most effective, or advanced network ser­
vices such as regional multicast distribution can 
be invoked where most needed to relieve con­
gestion and improve the QoE for users. 

A second example is a virtual meeting such as 
a 3D virtual conference, where a large number 
of participants, represented by virtual avatars, 
can meet and communicate via voice and avatar 
gestures, as well as share additional multimedia 
data such as live video, 3D models, text, and 
presentation slides (Fig. 2). Users will be both 
consumers and generators of content — custom 
avatars, user­generated environments, and 
sources of interactive video streams. Participants 
can move around the virtual meeting space, 
attend presentations, establish special interest 
discussion groups, socialize in coffee breaks, and 
so on. Tracking the participants and managing 
their interests and participation in various activi­
ties is the responsibility of the application over­
lay only; however, the distribution of content to 
various groups of users is something that bene­
fits from cooperation with the underlying net­
works. Users in the same virtual meeting room 
with a similar point of view need access to simi­
lar data, such as static background material as 
well as dynamically changing objects that need to 
be synchronized between many consumers. The 
efficiency of the system can therefore be greatly 
improved by organizing the overlay with regard 
to the position of content within the virtual 
space and making use of ISP­provided network 
services such as localized in­network content 
caching or multicast for distributing state 
changes of common objects to reduce latency in 
live updates, network load, and therefore costs. 

It can be seen that both of the above exam­
ples could generate huge amounts of data to be 
transmitted to sets of receivers that range from 
small groups to many hundreds or even millions 
of consumers, with some specific constraints of 

quality levels such as maximum latency. Our pro­
posed solution of increased cooperation between 
ISPs and the overlays will assist in exchanging 
rich information between the application and the 
network so that the overlays can be organized 
efficiently and can adapt to network constraints 
by avoiding high cost or highly congested areas, 
or adapting the quality of the streams to match 
available network capacity, or enabling specific 
network services such as multicast distribution or 
caching to be invoked in areas of densely popu­
lated receivers. 

OVERALL
APPROACH

Because applications will be more participatory 
and interactive, today’s model of centralized or 
replicated servers in large data centers is likely 
to be replaced by a highly distributed model 
where processes run in user equipment and 
interwork with one another in an overlay layer 
and can be enhanced via the invocation of net­
work services. In our approach, we advocate 
close and strong cooperation between ISPs and 
overlay applications for optimized delivery of 
content to end users. 

This cooperation is achieved via the compre­
hensive, media­aware and open Collaboration 
Interface between Network and Applications 
(CINA), which bridges the gap between ISPs 
and application overlays and aims at: 
• Increasing the degree of cooperation 

between the network layer and the applica­
tions through mutual exchange of informa­
tion 

• Optimizing application overlay networks 
with respect to the capabilities of the under­
lying networks and the participant end 
users 

• Providing the means by which service pro­
viders can request the activation of special­
ized network services or resources to 
achieve efficient distribution of highly 
demanding content streams 

• Enabling dynamic adaptation of the content 
to meet the abilities of the underlying net­
works and user requirements 
The overall picture of the system is illustrated 

in Fig. 3, which highlights the CINA interface. 
The overlay application network consists of 
nodes provided by one or more service providers 
(SPs), the users themselves, and, optionally, ISP 
nodes. There will be separate overlay networks 
for each application. The different applications 
may be more or less dependent on SP nodes, 
with peer­to­peer (P2P) applications running 
entirely on user nodes being the extreme case. 

Given that the applications are global in cov­
erage and require end­to­end traffic optimization 
involving multiple hops in different networks, it is 
necessary to collect information from many 
underlying networks via CINA. Since data from 
one network may conflict with that provided by 
another, or the quantity and quality of the infor­
mation may differ from ISP to ISP, the harmo­
nization of the information gleaned from the 
ISPs is required in the overlay. The overlay could 
also aggregate the information collected from 
different ISPs, with additional data collected by 
measurements of the overlay itself for the global 
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optimization of the application. The use of this 
information will benefit algorithms that are need­
ed for optimizing the distribution of the content. 
These algorithms determine which application 
resources need to be involved, and how to best 
interconnect the participants and distribute the 
load and the content to achieve the best QoE 
given the available resources. 

Also, content adaptation services will profit 
from the cooperation. Until now digital coding 
and encoding systems have been designed fol­
lowing the client/server paradigm, but now appli­
cations will have to deal with the fact that 
content may come from several sources and ter­
minal devices with different capabilities, residing 
in networks that offer different service levels. 
Applications need to adapt and select quality lay­
ers with a brand new set of constraints and cir­
cumstances. Pre­adaptation of content using 
offline pregeneration strategies on the subset of 
the most popular content is inefficient and can­
not meet the continuously increasing number of 
users’ changing interests and heterogeneous ter­
minal capabilities. 

Content adaptation has two dimensions: per­
sonalizing and tailoring the content for the sub­
jective viewpoint of the user(s); and encoding 
content in a flexible way to match the capabili­
ties of the network. The latter could also allow 
the upload capacity of participants, especially 
those that act as content sources, to be boosted 
by making use of parallel connections across sev­
eral available access networks. 

Adaptation is achieved through mechanisms 
that dynamically adjust the content via the use of 
scalable video coding, video layer coding, or 
adaptive streaming being performed at the 
source or end­user side, or by intermediate 
nodes as appropriate to match the requirements 
of the set of users receiving the content while 
adhering to network capabilities and restrictions 
such as congested access links. 

CROSS-LAYER
INTERACTIONS


The Internet Engineering Task Force (IETF) 
ALTO working group defined an architecture 
and a protocol for communication between 
ALTO clients and ALTO servers. Possible 
ALTO information to be exchanged are an 
abstracted network map and an associated cost 
map or list of peers ranked according to ISP 
preferences. In our study we aim to go further, 
allowing network operators to provide any kind 
of network information it wishes or that it 
accepts to provide to overlay applications, after 
agreement between the two actors. For instance, 
the ISP could inform the application about the 
capabilities of its network: access networks (type, 
link capabilities, coverage, etc.), current network 
services status (availability of multicast groups, 
caches, etc.), as well as other possible metrics 
(load of routers, bandwidth, delay, etc.). Since 
some information is critical for network opera­
tors and they do not want to reveal it (e.g., inter­
nal detailed topology or BGP policies), the 
CINA interface is designed having in mind the 
agreements between the applications and the 
ISP, and is adaptable to allow any kind of agreed 
information to be exchanged. 

Furthermore, via the CINA interface, the 
network operators can also get information from 
the overlay so that they can optimize the traffic 
in their networks, mobilize resources, and adapt 
to the overlay applications, eventually transpar­
ently; this is not covered by ALTO. Typically, 
the application could inform the ISP about its 
traffic demand: information related to users 
(e.g., user location and estimated traffic matrix) 
or content (quantity of sources, their bit rates, 
adaptive coding, etc.). 

This information exchanged between the 
application and the ISP goes further than infor­
mation reflecting the preferences and policies of 
the involved business entities as currently 
defined in the ALTO working group. 

Figure
3.
Overview of the system and its relationship with users, ISPs, and overlay applications. 
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1 http://abilene.internet2.edu/ 

CINA also goes further than ALTO in the 
way that it enables future networked media 
applications to make use of advanced network 
services in a dynamic and flexible way to achieve 
cost­efficient delivery of high QoE for their 
users. It is known that an ISP could offer infor­
mation to applications such as the location of 
users or some user profile information, but in 
our approach we go further via the offering of 
advanced network services. For example, such 
possible network services can be: 
• Multicasting: Possibly with hybrid applica­

tion layer and native IP multicast since the 
applications will usually be spread over sev­
eral ISPs, or the use of high fan­out nodes 
located in the network. 

• Caching: Via the use of specialized nodes, 
provided either by ISPs or third­party enti­
ties, to optimize delivery and save band­
width in the network. 

• Bandwidth on demand: To enable delivery 
toward end users over multiple access net­
works simultaneously, and provide band­
width on demand over aggregated access 
networks. 

• Dynamic quality of service (QoS) mapping: 
Invocation and mapping of application QoS 
requirements, network capabilities, end­
user devices, and access networks. 

• Ad/text insertion: In order to offer added­
value services that might be monetized by 
network operators. 

• Content adaptation: The presence of het­
erogeneous end­user devices and network 
infrastructures will require multiple ver­
sions of the same resource that can be effi­
ciently generated using content adaptation. 
Our work mainly relates to the open interface 

that lets applications request the dynamic activa­
tion of such services and does not focus on 
redefining them. It is the ISP’s responsibility to 
list the network services it can offer and make 
agreement with an application to decide if it is 
for free or provided with appropriate billing. 
The final decision of activating the service 
remains under the control and management of 
the network operator. No one can force the 
overlay applications and network operators to 
collaborate, but with the possible win­win 
approach of both (optimized QoE for applica­
tion, reduction of traffic load, as well as moneti­
zation of network services), both actors will 
benefit from cooperation. 

To illustrate the potential benefits of cooper­
ation between the application overlay and the 
underlying ISPs, consider the following example. 
The bicycle race use case introduced earlier 
depends on the streaming of live audio­visual 
streams from multiple sources to many con­
sumers. The efficiency of the delivery scheme 
depends on the popularity of the streams and 
the distribution of the consumers across the 
Internet. While low­popularity feeds can be 
delivered efficiently by unicast streaming tech­
niques, the source node needs significant upload 
network capacity for this to scale to a large num­
ber of consumers. Overlay P2P swarming tech­
niques reduce the need for high­bandwidth links 
at the source node, but they do not reduce the 
load on the underlying network, and can even 

increase traffic. 
However, if the application overlay is able to 

invoke network services such as multicast or 
caching services through CINA, the load on the 
underlying network can be reduced significantly. 
In addition, there is less overhead in terms of 
swarming control operations required at the 
overlay. 

As an example, the Abilene1 core network 
topology of 11 nodes and 14 links was assumed 
for the ISP. Assuming equal link metrics, a 
stream bandwidth of S, a single source located at 
one of the Abilene nodes and stream consumers 
at each of the other nodes, for unicast streaming 
the maximum link load ranges from 4S to 8S and 
the total traffic (sum of link load) ranges from 
21S to 30S depending on the node to which the 
source is attached. In all cases the source 
requires an upload capacity of 10S. If the overlay 
uses a P2P swarming distribution scheme such as 
BitTorrent, the source node requires an upload 
capacity of no more than S resulting in a total 
load on the network (sum of link load) of 
approximately 26.8S, each peer retrieves an 
equal fraction of the stream from each of the 
others. If, however, the overlay is able to cooper­
ate with the ISP through CINA and invoke net­
work­layer multicast to distribute the stream to 
all consumers, the total load on the network is 
reduced to 11S, a reduction of 58.9 percent of 
the total traffic. If we assume there are even 
more consumers at each of Abilene’s core 
routers, the total traffic on the ISP’s network 
increases linearly with the average number of 
peers per core router to which they are attached, 
while the load in the multicast case is not 
increased. 

OVERALL
FUNCTIONAL


ARCHITECTURE



In this section we describe the functional archi­
tecture defined to model the new interfaces and 
interactions required to enable the users, third 
parties, application providers, and ISPs to con­
tribute and allocate resources in a dynamic and 
coordinated way, allowing the cross­layer opti­
mization between the independent application 
and the network processes. The proposed archi­
tecture is built in order to define the boundaries 
of responsibility between the involved actors and 
the required interactions that are required across 
these boundaries. 

The ISPs (lower layer blocks in Fig. 4) oper­
ate the network and provide Internet connectivity 
services at particular locations defining their net­
work domains. Within their domains, the ISPs 
can provide enhanced network services, including 
multicast and prioritized traffic treatment, and 
they can operate application layer services such 
as content caching on behalf of the application, 
or for improving their particular traffic optimiza­
tion objectives. On top of the network infra­
structure, application providers (middle layer 
blocks in Fig. 4) operate their service infra­
structure, which may span several locations and 
the network domains of many ISPs. Application 
providers may be assisted by third­party pro­
viders who would operate additional infra­
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structure at additional locations or provide spe­
cialized added­value services, offered to applica­
tion providers under flexible agreements. Finally, 
the end users (upper layer block in Fig. 4) access 
the applications and offer their resources to 
enhance the application infrastructure in a 
dynamic way, similar to third­party providers but 
on a smaller scale and possibly under the full 
control of the application providers. 

The rest of this section describes the blocks 
and interfaces that model the functionality and 
the interactions between these actors. The inter­
actions between the network and the application 
providers in particular (interfaces between the 
middle and bottom layer blocks) define CINA. 

The first functional block, end­user applica­
tion management, models the functionality at the 
end user. It includes functions for: 
• Content generation, consumption, search, 

and so on 
• Data flow handling (e.g., transmission, 

reception, synchronization) 
• Interest and profile management 
• Providing QoE feedback to the application 

At the application level, the overlay manage­
ment block includes the application optimization 
logic, and communicates with services control to 
dynamically invoke services and resources where 
they are required, and with data management, 
which is responsible for maintaining up­to­date 
information about the network and the application. 

The data management block collects, consoli­
dates, maintains, and provides network and 
application level information. It allows the appli­
cation to access the information provided by 
ISPs regarding network performance and capa­
bilities, and the network and application services 
they may provide, and the ISPs to access appli­
cation information regarding the traffic demand 

and quality requirements at particular locations. 
The services control block manages the basic 

functions and value­added services that build the 
application overlay following the instructions 
from the overlay management block. Such basic 
services include data uploading to multiple 
receivers, content adaptation, caching, content 
personalization like picture­in­picture, ad place­
ment, and so on. These services could be provid­
ed using dedicated application provider 
equipment, by third­party infrastructure or service 
providers, or by the end users themselves, con­
tributing their own resources to the application. 

The overlay management block implements 
the overlay optimization algorithms, taking into 
account information regarding the particular 
content characteristics and adaptation options, 
the end­user access means and QoE require­
ments, the available network resources and 
offered network services (e.g., multicast) and the 
available application services (caching, content 
adaptation, etc.). This block decides which QoE 
is sustainable for the users and how to allocate 
resources to their service requests. It dynamical­
ly invokes resources and services, requesting 
multicast transmission within a particular ISP, 
performing content adaptation for a set of end 
users, activating a set of cache servers, and so 
on. Finally, it interacts with the underlying ISPs 
to coordinate the use of the network resources 
in a mutually beneficial way (e.g., by reducing 
the data rate for a specified region under con­
gestion conditions) or to indicate where caching 
resources could be allocated to reduce the load 
on the network. 

At the network level, similar blocks model 
the network optimization, service control, and 
data management functionality. In particular, 
the network data management block maintains 

Figure
4.
Functional architecture. 
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information about the network topology, offered 
network services, ISP policies, and preferences 
to be communicated to the application, the sta­
tus of the network resources, the current net­
work performance, and so on. This block 
interacts with the application to provide infor­
mation regarding the particular network domain 
to the data management block. 

The network services control block operates 
the available network services, including multi­
cast, caches, ad insertion, and so on. These ser­
vices are invoked by the network management 
block to optimize the data distribution as a 
response to explicit requests received by overlay 
management, or independently to optimize net­
work optimization objectives. 

The network management block is responsi­
ble for the management of the network resources 
within the ISP network domain. It receives infor­
mation about the network from network data 
management, information about the traffic 
demand and quality requirements of different 
applications from data management, explicit 
requests for allocation of resources or invocation 
of services from overlay management, and final­
ly, feedback regarding the performance of net­
work services from network services control. 
Based on this information, the network manage­
ment block determines the appropriate alloca­
tion of resources and invocation of network 
services, and specifies the preferences that are 
communicated to the overlay application. 

Finally, the interactions between different 
actors create security considerations that neces­
sitate the introduction of authentication, autho­
rization, and accounting (AAA) functionality. 
The overlay AAA block handles the authentica­
tion of users joining the overlay, ISPs cooperat­
ing with the overlay, and potentially third­party 
service providers. The network AAA block 
enables the authentication of overlays cooperat­
ing with the ISP. Both blocks offer standard 
AAA functions, such as accounting facilities, 
access authorization, and profile management 
with security mechanisms, and can be controlled 
by the overlay management and network man­
agement blocks, respectively. 

RELATED
WORK

Overlay applications are currently agnostic of the 
underlying network infrastructure and thus per­
form end­to­end measurements to gain some 
knowledge [3], but as this is not in cooperation 
with the ISP, it can lead to undermining the rout­
ing policies of ISPs [4, 5]. To avoid this, several 
initiatives have promoted cooperation between 
overlay applications and underlying networks. 

The P4P initiative [6] and later the IETF 
ALTO working group have investigated how 
overlay networks and ISPs can cooperate to 
optimize traffic being generated by P2P applica­
tions and transported over the ISP’s infra­
structure. In their approach the ISP is able to 
indicate preferences on which peers should 
exchange data. Our solution is related to ALTO; 
however, it proposes a much richer interface 
that will allow true cross­layer cooperation, in 
terms of both information exchange and the pos­
sibility for overlays to dynamically request ISPs’ 

network services. Since our approach can be 
seen as an extension or evolution of ALTO, we 
investigate if solutions defined in this group can 
be applied to ours. Typically, the use of a REST­
ful HTTP­based interface that uses JSON encod­
ing is under consideration. 

Some research work, such as that investigated 
in [7, 8], aims at building a P2P framework or a 
delivery platform for live TV. In contrast to our 
approach, they do not consider multi­viewpoint 
applications and highly interactive applications 
between participants in the network; also, [7] 
does not deal with content adaptation. 

Research work studied P2P support in the 
context of massively multiparticipant virtual 
environments such as [9] for virtual environ­
ments and [10] for 3D streaming. Those applica­
tions are close to the ones we focus on, but in 
these solutions the volume of the content is 
rather small compared to HD video from poten­
tially a large number of sources we address in 
our approach. Also dynamic activation of net­
work services via the cooperation between over­
lay and ISPs for improving QoE is not taken 
into consideration. 

The definition of interfaces between the 
underlying network and the application or con­
trol level has been investigated for some years 
now, and some solutions are deployed such as 
the well­known IMS [1]. IMS designs an inter­
face between the control entity and the network 
entities. However, this interface is still closed 
and only usable by the ISPs in a walled­garden 
fashion. Also, the possible network services that 
might be dynamically activated are limited. In 
another initiative, the Parlay/OSA framework 
was created some years ago for the telecommu­
nications networks and telecom services (call 
control, call redirection, etc.), and has more 
recently been adapted for the Internet (web ser­
vices) with the Parlay/X specification [2]. The 
objectives of this group were similar to ours; 
however, the defined interfaces depend on the 
network service to be activated, do not permit 
the exchange of dynamic information between 
the network and the application (in both direc­
tions), and the supported services were limited 
to more traditional telecom applications rather 
than the media applications we aim to support. 
Furthermore, those two initiatives do not really 
address issues for the massive multiparticipant 
distributed applications we envision. 

CONCLUSIONS
AND
FUTURE
WORK

In this article we have presented a new architec­
ture, fostering cooperation between overlay 
applications and ISPs for optimized delivery of 
services to end users. Overlay algorithms are 
optimized thanks to information provided by 
ISPs, and the delivery QoE is further improved 
via the activation of network services provided 
by ISPs. 

While the approach presented in this article 
has been developed to support interactive, multi­
party, high­capacity media applications such as 
those presented earlier, the architecture, the 
interface, and the principles of cross­layer coop­
eration can also benefit existing applications. 
Content distribution networks (CDNs) providing 
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video on demand, for example, could have 
greater awareness of network capabilities and 
also make use of other network services provid­
ed by CINA, such as capacity reservation for 
background distribution of content to CDN 
nodes. 

Ongoing work is focused on the internal func­
tions of each block, including the development 
of overlay optimization algorithms, source selec­
tion algorithms according to context informa­
tion, dynamic activation logic for network 
services such as multicast (and multi­ISP multi­
cast), and caching/adaptation functions. Finally, 
evaluation through both simulation and testbed 
deployments is underway. 
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