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Abstract Bounded model checking (BMC) is an attractive alternative to symbolic model
checking, since it often allows a more efficient verification. The idea of BMC is to reduce
the model checking problem to a satisfiability problem of the underlying base logic, so
that sophisticated decision procedures can be utilized to check the resulting formula. We
present a new approach to BMC that extends current methods in three ways: First, instead
of a reduction to propositional logic which restricts BMC to finite state systems, we focus
on infinite state systems and therefore consider more powerful, yet decidable base logics.
Second, instead of directly unwinding temporal logic formulas, we use special translations
to w-automata that take into account the temporal logic hierarchy and maintain safety and
liveness properties. Third, we employ both global and local model checking procedures to
take advantage of the different types of specifications that can be handled by these techniques.
Based on three-valued logic, our bounded model checking procedures may either prove or
disprove a specification, or they may explicitly state that no information has been obtained
due to insufficient bounds.

Keywords Bounded model checking - Infinite state systems - Temporal logic hierarchy -
Global model checking - Local model checking

1. Introduction
1.1. Symbolic model checking

Model checking of finite state systems has evolved as a major technology for the verification
of reactive systems [26, 65] and has become state-of-the-art in many hardware design flows.
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The breakthrough was achieved in the early nineties when it was observed that large but
finite sets can be efficiently represented by means of binary decision diagrams (BDDs),
a canonical normal form for propositional logic [13]. To this end, sets of states and the
transition relation of the system to be verified are encoded by their characteristic functions
in propositional logic. The development of BDDs was a cornerstone for symbolic model
checking procedures that perform an implicit state space exploration [5, 18, 26, 65]. With
sophisticated implementations and refinements of symbolic model checking, it became pos-
sible to verify very complex systems, and to detect errors that are unlikely to be found using
simulation [26, 28]. On the other hand, it is well-known that for most propositional formu-
las, all canonical normal forms (including BDDs) suffer from an exponential blow-up [51].
Unfortunately, this blow-up does not only occur in theory, but also for many functions of
practical interest such as multiplication of binary numbers [14]. As a result, BDD-based
symbolic model checkers may be able to handle very large systems, but they may also fail
for relatively small systems.

1.2. Infinite state systems

In recent years, the verification of infinite state systems has attained increasing interest.
According to [34], there are at least the following five ‘sources of infinity’:

— data structures over infinite domains like integers

control structures like unbounded call stacks or dynamic creation of processes
unbounded queues for asynchronous process communication
parameterization to describe generic systems

timing constraints in real-time systems

In the sequel, we concentrate on systems with a finite state control flow, but with data
structures over infinite domains. More precisely, the systems we consider contain integer
variables that may have arbitrarily large values. Systems of this class appear in different
forms, e.g. as extended finite state machines [43], and belong to the most powerful machine
models, since they are equivalent to Turing machines. As a consequence, most verification
problems are undecidable for such systems. !

As mentioned previously, symbolic model checkers utilize efficient data structures like
BDDs to encode large sets. However, as propositional logic formulas have only finitely many
models, they are naturally limited to the representation of finite sets. For the representation
of infinite sets, more powerful logics are required. In principle, any decidable predicate logic
can serve as the base logic, provided that there are efficient decision procedures or canonical
normal forms for that logic.

Presburger arithmetic [33, 58], a decidable first-order logic that subsumes propositional
logic, is a promising candidate for a base logic. As a major advantage, Presburger arithmetic
can be translated to finite state automata, thus obtaining a canonical normal form for arbitrary
formulas. Interestingly, BDDs can be viewed as a special kind of finite state automata, where
the root is the initial state and the leaves the accepting states. Hence, Presburger arithmetic and
finite state automata correspond to (quantified) propositional logic and BDDs, respectively.

! For restricted classes of systems and properties, e.g. pushdown automata and existential reachability, some
problems are decidable [20, 78].

@ Springer



Form Method Syst Des

1.3. Global vs. local model checking

In general, there are two approaches to model checking, namely global and local model
checking [65]. Global model checking procedures first compute those states of a transition
system that satisfy a formula using fixpoint iteration [24, 59]. In a second step, it is then
checked whether the initial states are included in this set. In contrast, local model checking
procedures directly answer the question whether the initial states satisfy the formula [11,
12, 29, 74, 75]. This is accomplished by constructing a proof tree using syntax directed
decomposition rules.

There are many differences between global and local model checking, in particular, the
way a formula is evaluated: In global model checking, the syntax tree of a specification
is traversed in a bottom-up manner, whereas in local model checking, a specification is
evaluated by a top-down traversal of its syntax tree. However, the most important difference
is that global model checking is based on fixpoint iteration, while local model checking
follows an inductive style of reasoning.

For finite state systems, all verification problems are decidable, and for both approaches
there are algorithms with essentially the same worst case asymptotic complexity. In practice,
however, the runtimes of global and local model checking procedures may differ significantly
due to the different nature of these approaches. For example, local model checking has the
advantage that subformulas can be checked by need, i.e., in the spirit of lazy evaluation.
Moreover, only parts of the transition relation are required during the construction of a proof
tree, so that the transition relation can be computed on-the-fly. In contrast, global model
checking procedures usually require the construction of the complete transition relation to
perform a breadth-first traversal of the state space.

On the other hand, if the complete transition relation can be computed efficiently, global
model checking may be significantly faster than local model checking. In particular, classical
approaches to local model checking [12, 29, 74, 75] only consider single states and perform
a depth-first traversal of the state space. However, this does not mean that local approaches
cannot benefit from symbolic set representations. In fact, a local model checking procedure
for the propositional p-calculus that considers sets of states instead of single states, was
already described in [11, 12]. Hence, local model checking can also benefit from symbolic
set representations.

As mentioned previously, most verification problems are undecidable for infinite state
systems, and hence, it may happen that the chosen verification procedure will not terminate.
Clearly, termination of the verification procedure does not only depend on the formula and
the transition system, but also on the verification procedure itself. Thus, for infinite state
systems, the choice of the best verification procedure is not primarily a matter of efficiency
as in the case of finite state systems, but rather a matter of termination. For instance, due
to the different nature of global and local model checking algorithms, it may happen that
one algorithm terminates for a given specification while the other does not, and vice versa.
The differences between global and local model checking of infinite state systems were
investigated in [69].

1.4. Bounded model checking

In recent years, bounded model checking (BMC) [6, 8] has gained wide acceptance as an
alternative to symbolic model checking based on BDDs. In principle, BMC can be viewed
as a restriction of global model checking, where the number of fixpoint computations is
bounded. The idea of BMC is to approximate the fixpoints according to an a priori estimated
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bound on the number of iterations. Technically, this is achieved by unwinding both the
specification and the implementation a finite number of times. The major advantage offered
by BMC is that the verification task is reduced to a satisfiability problem of the base logic
(usually propositional logic). The obtained formulas can then be checked using sophisticated
SAT solvers [37, 49, 53] so that there is no need for canonical normal forms. Experimental
results show that BMC is sometimes much more efficient than symbolic model checking
using BDDs [2, 22].

In general, the bound for the reduction to a SAT problem is hard to determine, since
the number of iterations required to reach a fixpoint is usually not known in advance. For
this reason, BMC is often regarded as an incomplete verification method that can only be
used to verify (falsify) a specification by searching for witnesses (counterexamples) up to
a certain length. For finite state systems, however, there always exists a maximal bound
which is called the completeness threshold. Given a bound that is greater than or equal to
the completeness threshold, BMC is complete for finite systems [7, 27]. Another approach
to achieve completeness is loop detection, a technique to detect cycles in the transition
system [6, 8, 23]. However, this increases the size of the resulting formulas significantly and
slows down the verification process. For infinite state systems, the situation is even worse:
A completeness threshold may not even exist, i.e., completeness cannot be achieved by
choosing a sufficiently large bound, since the fixpoint iteration may not terminate, although
it converges to the fixpoint. Moreover, techniques like loop detection may fail due to the
existence of infinite paths that do not contain loops.

As another problem of BMC, unwinding temporal logic formulas is an intricate task, at
least if one wants to share common subterms that usually appear after some unwinding steps.
A better solution [27, 31] is to translate a given temporal logic formula to an equivalent w-
automaton, since automata naturally have the ability to share common parts. In [27], Clarke
et al. refer to the use of automata in BMC as the semantic approach.

1.5. Temporal logic hierarchy

By considering a finite prefix of a given computation path, BMC is mainly used for the
falsification and verification of safety and /iveness properties, respectively. Intuitively, safety
properties state that a property invariantly holds along a computation path, and liveness prop-
erties state that a property holds at least once on a given path. As a result, a liveness property
is satisfied once a state on a path is found that fulfills the desired property. Analogously, a
safety property is falsified as soon as a state is found that violates the property.

Besides safety and liveness properties, linear time temporal logic as well as w-automata
can express much more powerful properties [44, 48, 65, 82]. Manna and Pnueli [48] were
the first who investigated the hierarchy of temporal logics in correspondence to the hierarchy
of w-automata [44, 65, 77, 82]. This hierarchy consists of six classes of temporal properties:
safety, liveness, obligation, persistence, recurrence, and reactivity.

Various translations from linear time temporal logic to w-automata have been developed
[25, 36, 40, 45, 63, 65, 84]. Most of these approaches translate a given formula to an
equivalent (generalized) Biichi automaton, thus ignoring the membership to the classes in
the above mentioned hierarchy. The acceptance condition of a Biichi automaton requires that
some set of states must be visited infinitely often, which cannot be checked directly using
BMC. For this reason, it is desirable to translate temporal logic formulas to simpler types
of w-automata whose acceptance conditions are just safety and liveness properties. Though
impossible for arbitrary temporal logic formulas, most specifications that appear in practice
can be translated to such safety and liveness automata.
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In theory, such a translation can be accomplished as follows: First, the formula is translated
to a Biichi automaton. Then, it is checked whether the automaton can be converted to a safety
oraliveness automaton. This can be done by the algorithms givenin [42, 44,47, 65]. However,
these algorithms are very complex, thus making the translation to w-automata hardly feasible
in practice.

A more practical approach is to follow a syntactic classification of temporal logic formulas
regarding the translation to safety and liveness automata. To this end, Schneider extended
Manna and Pnueli’s work to future time temporal logic formulas [63, 65], and defined
complete temporal logics that correspond to the six classes of the automata hierarchy. The
algorithms for translating these sublogics to symbolic descriptions of w-automata run in linear
time w.r.t. the length of the given formula. In addition, they yield symbolic descriptions of
the automata which may also be viewed as alternating w-automata.

The original motivation of [63] was to speed up symbolic model checking of linear time
temporal formulas by eliminating unnecessary fairness constraints, or at least by replacing
them with simpler liveness constraints. In [68], it was shown that these translations are also
very important for bounded model checking for the following reasons:

— The classification given in [63, 65] can be used to determine the class a formula belongs to
in the temporal logic hierarchy. This is important since the applicability of BMC depends
on the kind of specification to be checked. Recall that BMC is mainly used to disprove
safety properties and to prove liveness properties.

— Unwinding the specification is simpler and more efficient for w-automata. In particular, this
is straightforward for automata whose acceptance conditions are either safety or liveness
conditions. Moreover, this allows the direct translation of the acceptance conditions to the
alternation-free p-calculus.

— Verification of safety properties can be done by alternative techniques such as invariant
checking and temporal induction [67, 70]. The resulting proof goals can then be checked
by decision procedures for the base logic.

1.6. Outline

In the following, we do not presuppose a particular base logic £, but present the methods
and algorithms in a generic way. Specifications are given in a linear time temporal logic
L' whose atomic propositions belong to £. We use the approach proposed in [63, 65]
for translating the specifications to equivalent w-automata such that the membership to the
temporal logic hierarchy is respected. Of course, we are mainly interested in specifications
that can be translated to w-automata whose acceptance conditions are simple safety and
liveness conditions.

Then, it is straightforward to formulate the final verification problem in a p-calculus £*
whose atomic propositions in turn belong to the base logic £. After this final translation,
we can use bounded variants of both global and local model checking procedures for £*
to check the resulting verification problems. Clearly, these procedures can also be used to
check problems that are not obtained via the translation from temporal logic.

There is not much other work about BMC of infinite state systems. In [31], a combination
of SAT checkers with domain-specific theorem provers is described. The proposed method
is based on a reduction of Boolean constraint formulas to a satisfiability problem of propo-
sitional logic. The obtained formulas are incrementally refined using a theorem prover by
generating lemmas on demand. In this way, the approach can be used with various theories
such as linear and bitvector arithmetic. However, sophisticated techniques are required to
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efficiently prune out spurious counterexamples that are generated by the SAT solver, but
discarded by the theorem prover. Even though the method presented in [31] also follows
the semantic approach, it is based on the construction of Biichi automata. In contrast, our
method directly exploits safety and liveness properties as described above.

The rest of this paper is organized as follows: In the next section, we describe the syntax
and semantics of £, the p-calculus on top of our base logic £. Then, we define the temporal
logic £ that allows more readable specifications. In Section 3, we consider the temporal
logic hierarchy and sketch translations to equivalent w-automata. In Section 4, we then
show how alternation-free model checking problems for £* can be reduced to satisfiability
problems of L. In Section 5, we briefly describe some basics of our verification tool and
present experimental results. Finally, we conclude with a summary and directions for future
work.

2. Preliminaries
2.1. p-calculus

The p-calculus does not directly provide any means for reasoning about atomic properties
of a system, it rather serves as an extension of a given base logic L. In principle, every
logic L can be extended to a corresponding temporal logic £* by adding fixpoint and modal
operators as follows:

Definition 1 (Syntax of the ji-calculus). Given a logic £ and a set of Boolean variables V®,
the set of u-calculus formulas £ is defined as follows witha € £, ¢, € £*,and Z € VE:

<~ <~
LY =a|Z oAy lovy | Op|Op| Ol Dol uZ.e|vZ.e

Note that we do not allow negations in £*. Nevertheless, negated formulas may be used in
the atomic propositions & € L. Alternatively, one can allow negations in £, but in this case
it is required that all occurrences of bound variables in fixpoint formulas uZ.¢ and vZ.¢
are positive to guarantee the monotonicity of the underlying state transformers. Otherwise, it
is possible to construct fixpoint formulas with no meaning, since the specified fixpoint may
not necessarily exist. For the sake of simplicity, we decided to shift negation symbols into
atomic propositions, which makes the algorithms more readable.

Definition 2 (Kripke structure). A Kripke structure X = (S, Z, R) for a base logic £ over
the variables V U V' is a transition system, where S is the possibly infinite set of states,Z C S
are the initial states, and R € S x S is the transition relation. Every state is associated with
an assignment of the variables ) in order to evaluate formulas of £ in particular states. The
set of initial states Z and the transition relation R must be definable in the base logic L. In
particular, it is assumed that Z and R can be represented as formulas of the logic £ over the
variables V and V U V', respectively.

In the following, we denote the subset of states that satisfy a formula ® € £* by [®]|k.
If the index K is missing, the expression denotes the set of all L-models of a formula ® € L.
Moreover, we write pre;z(Q) and prezf(Q) for the existential and universal predecessors of a
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set of states Q under the transition relation R. The sets of existential and universal successors
of Q are denoted by suck(Q) and sucl(Q), respectively.

Definition 3 (Semantics of L*). Given a Kripke structure I = (S, Z, R) and a formula o €
L, the semantics of £* is defined as follows:

- [alx :=lalNS

- [Zlk =1{s € S | s(2)}

= o A¢¥llk = lele N IYIk

= llo Vv ¢lk =lelkc YUlyik

- [0¢lk := preX(I@lk)

- [Delik = prelf(lelk)

- [0 ¢llk = suc(lglx)

~ [Tl = suc(lglx)

— [nZ.¢]lk is the least set Q where O = [[¢]l,-¢ holds

— [vZ.¢] is the greatest set Q where Q = [[(pz]],cg holds

ICg is the Kripke structure obtained from K by changing the states s of /C such that
s(Z) holds iff s € Q holds. A Kripke structure K = (S, Z, R) satisfies a formula & iff
7 C [@]Ik holds.

2.2. Linear time temporal logic

The p-calculus defined in the previous subsection is very expressive and its model checking
problem is well understood, although the precise complexity class is still an open problem
[65]. Unfortunately, the j-calculus is not very readable so that even simple fixpoint formulas
may be difficult to understand. For this reason, more readable specification logics have
been proposed that can be translated to the p-calculus in order to benefit from existing
model checking procedures. Thus, the p-calculus is often viewed as some sort of ‘assembly’
language for verification [32, 65]. In this section, we consider a linear time temporal logic
L [57] as a comfortable specification logic.

Definition 4 (Syntax of L"). The set of £T" formulas is defined as follows with @ € £ and
¢, ¥ e LT

LT=a|=p gAY I Xo| XollpUvlllpTy]

The atomic formulas of £ are exactly the formulas of our base logic £. Hence, £ is
the closure of £ under Boolean and temporal operators. £-™" has four temporal operators:
X, X (next and previous) and U, ‘g (until and past-until, often called ‘since’). Intuitively,
the formula X¢ holds iff ¢ holds at the next point of time and [¢ U ¥] holds iff ¢ holds until
Y holds. The operators X and ‘g are defined similarly but refer to the past instead of to the
future.

To interpret a formula, we need the notion of paths. Given a Kripke structure X =
(S,Z,R), apath m:N — S is an infinite sequence 7 of states that are connected by transi-
tions, i.e., we have V¢t € N.( (¢), 7 (r + 1)) € R. The set of paths originating in a state s € S
is denoted by Pathsi(s) := {7 : N - S | 7(0) = s}.
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Definition 5 (Semantics of L%). Let K = (S, T, R) be a Kripke structure, w a path, and
t € N a natural number. Then, the semantics of £ is recursively defined as follows:

- (@) Eaiff () € o] fora € £

- (m,t) = —gpiffnot (w, 1) = ¢

-@DEeAYiff(r,))Feand (T, 1) EY

- (T ) EXpiff (Tt + 1) E ¢

-t E Xgifft #0and (m,t — ) = @

— (m, t) = [p U] iff there is a v € N with v > ¢ and (i, v) = ¢ such that for all u € N
witht < u < v, we have (w,u) = ¢

- (T, t) = [(p(g Y] iff there is a v € N with v < ¢ and (i, v) = ¥ such that for all u € N
withv < u <t,wehave (,u) E ¢

So far, we only considered the truth of a formula with respect to a given path, but not with
respect to a particular state. To this end, path quantifiers A and E are usually used to obtain
state formulas from path formulas. Thus, the semantics of a path formula is a set of states
where the formula holds. For a Kripke structure K = (S, Z, R), a state s € S, and a formula
@ € L, we define:

(K, s) = Ap & VY € Pathsi(s).(r,0) E ¢
(K, s) = Ep & I € Pathsi(s).(r,0) = ¢

In the above definitions, we only considered a small set of Boolean and temporal operators.
These are sufficient to reach the expressiveness of the first-order monadic theory of linear
orders [65]. In practice, it is nevertheless convenient to define further temporal operators as
syntactic sugar:

Xo =-X-g
Fo := [true U ¢] Fo =[trueTo]
Go = —Fp §¢ = —-‘F_—wp
lpUy]l=[pUylvGy [pUyl:=[pUylv Gy

The formula Fe holds along a path iff ¢ eventually holds, and Gg holds iff ¢ holds on
all positions of the path. [¢ U 1] holds if either [¢ U ¢] holds or ¢ invariantly holds. The
semantics of the past operators f, , and U are defined analogously. U and U are often
called weak until operators, while ﬁ and U are the corresponding strong until operators.
The distinction between weak and strong operators is the key to defining liveness and safety
properties, respectively.

3. Translating safety and liveness properties to fixpoint problems

In this section, we show how specifications given in the linear time temporal logic £
can be translated to equivalent w-automata and finally to the p-calculus £#. As mentioned
previously, we are particularly interested in alternation-free formulas, i.e., fixpoint formulas
without mutually interdependent fixpoints. Although such translations are impossible for
arbitrary temporal logic formulas, this can be achieved for many interesting formulas includ-
ing all safety and liveness properties. Given a particular specification, we first have to check
whether such a translation is possible. If so, we have to translate them to simple classes of
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w-automata so that we finally obtain alternation-free p-calculus model checking problems.
The key to solve these problems is the work on the temporal logic hierarchy presented in
[63, 65].

In the following, we briefly consider the principles of these translations. For that purpose,
we make use of symbolic descriptions of finite state w-automata which are given as formulas
A3(Q, T, R, F), where

— Q@ is the finite set of state variables of the automaton,

— 7 is a formula that encodes the set of initial states,

— R is a formula with X operators that represents the transition relation, and
— F is the acceptance condition given as an £ formula.

An automaton formula holds on a path 7 of a Kripke structure iff there is a run through the
w-automaton that satisfies the acceptance condition F. Such a run is obtained by extending
the labels on 7 with an assignment of the state variables Q of the automaton such that 7
is initially and R invariantly satisfied. The acceptance condition F is thereby restricted to
special templates for particular classes of w-automata (see below).

The translation we will consider as the first step is essentially given in [25], and has
already been sketched in [19]. In principle, this procedure is the same as the one devel-
oped for alternating w-automata [54, 80]. The difference between symbolically represented
nondeterministic w-automata and alternating w-automata can be neglected, and seems to be
rather a matter of taste [79]. For our explanations, we take the view on symbolically rep-
resented nondeterministic w-automata. To understand the translation, we have to consider
the elementary subformulas of a given formula &, which are those subformulas of @ that
start with a temporal operator. The states of the w-automaton to be constructed consist of the
different truth values of these elementary formulas. For example, if ® has the elementary
formulas {¢y, ..., ¢,}, we need n state variables {q1, ..., ¢,} to encode the state set.

As the introduced state variables ¢; are used to abbreviate elementary subformulas, we
want for any run through the automaton that g; <> ¢; holds at every point of time. For this
reason, the transition relation of the automaton must respect the semantics of the temporal
operators that occur in ;. Since transition relations represent the values of two succeeding
points of time, it is clear that we have to obey the recursion laws of the temporal operators.
For example, if a state variable ¢ shall invariantly satisfy ¢ <> [¢ U 1], then we demand that
q < ¥ V ¢ A Xq is implied by the transition relation, since [p Uy ] < ¥ vV ¢ A X[p U V]
holds. However, the following theorem shows that this is not sufficient [63, 65]:

Theorem 1. Given propositional formulas ¢ and r, then Glg < ¥ V ¢ A Xq] holds iff
Glg < [pU¥]) v Glg < [pUV]) holds.

Similar equivalences hold for other temporal operators including past time temporal operators
[65]. The theorem intuitively states that (1) strong and weak operators fulfill exactly the same
recursion laws (<), and (2) no other formulas satisfy these laws (=). Hence, simply using
the recursion equations to abbreviate elementary subformulas is not sufficient for a translation
to w-automata.

For future time operators the distinction between the weak and the corresponding strong
operators can be done by using an additional fairness constraint, i.e., a formula of the form
GFp which states that ¢ eventually occurs at every point of time. For example, for an
abbreviation ¢ <> [¢ U], we have to guarantee that ¢ will eventually hold whenever ¢
holds, since the strong until operator requires that ¥y must eventually hold. The required
fairness constraints that complete the translation are listed in the following theorem, where

@ Springer



Form Method Syst Des

we write ®(¢), for the formula obtained by replacing all occurrences of the variable x in &
with the formula ¢:

Theorem 2. Given a formula ®, a variable x, and propositional formulas ¢ and s, the
following equations are valid:

(X ), © As(lg), ¢, Xq < ¢, D(g).)
(X p) ¢ Aslg), —q. Xq < ¢, ®(q).)
[so‘wn & Aslg), 4, Xq <> Y Vo Ag, DYV o AG))
(e Tyl & As(lg), ~q. Xg < ¥ Vo Ag, (Y Vo Ag))
D (Xp)r & As({g}, true, ¢ < Xp, ®{q),)
D([pU¥])c & As({g}, true, g < ¥ V ¢ A Xq,P(g): A GFlp — q])
D(lpU¥). © As(lg), true, g <> ¥ V ¢ AXq,®(g)« A GFlg — ¥)

The symbol ¢ < ¥ means that ¢ and v hold on the same paths (of all Kripke structures).
Hence, we can use the above equivalences to iteratively replace the elementary subformulas
of a given £ formula with the corresponding state formulas of the intended w-automaton.

As an example, consider the formula [(a Vv [bUc])Ud] Vv e. We first replace [b U c] with
a new state variable p by adding the recursion equation p <> ¢ V b A Xp and the required
fairness constraint GF[b — p]:

As({p}, true, p < cVvbAXp,([(aVv p)Ud]V e) AGF[b — pl)

In the next step, we replace [(a Vv p) U d] with a new state variable ¢ by adding the recursion
equation ¢ <> d V (a V p) A Xq and the required fairness constraint GF[g — d]:

{p.q}.true,

(p<>cVbAXp)A

(g <> dV(aV p)AXq),

(g Ve) AGF[b — p] AGFlg — d]

Az

The acceptance condition requires that ¢ V e must initially hold and that infinitely often both
b — p and ¢ — d hold. For this reason, we can alternatively use ¢ V e as initial condition
and obtain the following generalized Biichi automaton:

{p.qlq Ve,

(p < cVbAXP)A

(g <>dV(aV p)AXg),
GF[b — p] A GFlg — d]

As

Further (and different) explanations of this translation can be found in [19, 25, 40, 54, 63,
65, 80]. Note that the translation takes only linear time to compute the linear sized symbolic
representation of the resulting w-automaton.

For bounded model checking, the fairness constraints in the acceptance condition of a
Biichi automaton impose a major problem: They require to reason about an infinite behavior
which is not directly possible using bounded model checking. It is therefore mandatory to
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be able to eliminate these constraints or at least to replace them with simpler constraints that
can be handled by bounded model checking.

A first step towards such an improvement is the observation that all temporal operators are
monotonic and that the strong operators imply the weak ones. Therefore, positive occurrences
of weak operators and negative occurrences of strong operators do not require the additional
fairness constraint (see [63, 65] for details).

Theorem 3 (Translation to w-automata w.r.t. positive/negative occurrences). Given a for-
mula ®, a variable x, and propositional formulas ¢ and , the following equation is valid,
provided that all occurrences of x in ® are positive:

Q([pU¥]) & Aa({g), true, g < ¥ Vo AXq, Pg)x)

If all occurrences of x in ® are negative, then the following holds:

{[pU¥]) & As({g}, true, ¢ < ¥ vV @ AXq, D{q),)

In the above example, we can therefore eliminate GF[b — p] and thus simply use the
acceptance condition GF[g — d].

A second improvement is obtained by checking whether a positive occurrence of a
subformula g starting with a strong operator is in the scope of another temporal operator that
requires to check ¢ infinitely often. If this is not the case, as in our example, we can replace
the fairness constraint with simpler reachability constraints.> Hence, we can simplify the
acceptance condition once more and use F[g — d]. As this formula is now a simple liveness
property, it can be proved by bounded model checking. This is not possible without our
improvements, i.e., with the classic translation introduced at the beginning of this section.

The second improvement allows us to replace some of the remaining fairness constraints
with simpler reachability constraints. This improvement can be used as long as only strong
temporal future operators are nested into each other, followed only by nestings of weak
temporal future operators. Based on these improvements, the logics TL, given in Fig. 1 have
been defined in [63] and the following theorem has been proved:

Theorem 4 (Temporal logic hierarchy). We define the logics TL, for k € {G, F, Prefix, FG,
GF, Streett} by the grammar rules given in Fig. I, where TL,. is the set of formulas that can be
derived from the nonterminal P,. Then, all formulas in TL, can be translated to equivalent
w-automata whose acceptance conditions are as follows (with formulas ®;, W; € L):

/

Kk = G: GDy Kk =F: Fdg kK = Prefix: /\ GP; VFY,
j=0
!
k =FG:FGP) k =GF: GF®)  k = Streett: /\ FG®; v GFY,
j=0

2 There are some involved details that have to be considered for such a simplification. We neglect these details
here and refer to [65] instead.
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P :::£|ﬁPF[PG/\PG | PV Pg Pr ::Z,C[ﬁPG [PF/\PF ‘ PrV Pr
— — — —
| XPs | [Ps U Pl | XP: | [Pr U P
— — —
| XPs | [Ps U Pl | XPr| [P U P
| XPs | [Pe U Pg] | XPr | [Pr U P
Prrefix := Pg | Pr | = Prrefix | Perefix A\ Porefix | Prefix V Pprefix
P(;F n= PPreﬁX PFG L= PPreﬁx
| =Prc | Por A Por | Por V Por | =Pgr | Prg N Prg | Prg V Prg
— — — —
| XPer | X Per | XPgr | XPrg | XPrg | X Prg
— — — —
| [Per U Per] | [Por U Porl | [Pre U Prg) | [Prc U Prg)
| [Por U Per] | [Per U P | [Pre U Prgl | [P U Prg]
PStreett L= PGF | PFG | _‘PStreett | PStreett A PStreett ‘ PStreett Vv PStreett

Fig. 1 Syntactic characterization of the six classes of the temporal logic hierarchy

TLg is the set of formulas where each occurrence of a weak/strong temporal future operator
is positive/negative, and similarly, each occurrence of a weak/strong temporal future operator
in TLg is negative/positive. Hence, both logics are dual to each other, which means that one
contains the negations of the other. TLpsix iS the Boolean closure of TLg (and TLg). The
logics TLgr and TLgg are constructed in the same way as TLg and TLg (with minor differences
explained in [63, 65]).

In [63, 65], translation procedures are given that translate formulas of TL, to w-automata
whose acceptance conditions are of the corresponding type k. It is well-known that these
acceptance conditions yield six classes of w-automata, where each class can be represented
by deterministic automata of type k [44, 48, 65, 77, 82]. The different expressiveness is
indicated with 3 below:

F GF

> 4 >
A prefix ¥ 2 Streett
A A

G [ ey FG [

For bounded model checking, we are mainly interested in w-automata with acceptance
conditions G and Fg. As we can disprove G and prove Fg by only considering a finite
prefix of a path of a Kripke structure, these formulas can be checked using bounded model
checking.

Let us now complete the picture regarding the translation of a given model checking
problem for £ to an equivalent model checking problem for £*. For that purpose, as-
sume we are given the model checking problem K, s = Ap with ¢ € £L'T". First, we trans-
late —¢ to an w-automaton A-, = A3(Q,Z, R, F) by the methods presented above, so
that we obtain the model checking problem K, s = —-EA3(Q, Z, R, F). The translation of
EA3(Q,Z, R, F) to the u-calculus can be circumvented by considering the product struc-
ture K x A-,. We have to check whether there is a state g of the automaton A, such that
K x Ay, (s,q) =ZI A —EF holds. As Z is in £, and thus already an £*-formula, it remains
to translate EF to the p-calculus. For the most interesting cases, this is accomplished as
follows:

EGp = vY.p A QY

EFp = uY. (¢ AvX.0X)V OY

EFGy = EFEGp = uY. (v X.9 AOX) v QY
EGFp = vY.OuX.(Y Ap) VvV OX
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As can be seen, we obtain alternation-free p-calculus formulas in the first three cases.
Moreover, EGy yields a simple greatest fixpoint, and EFg essentially a least fixpoint. The
included greatest fixpoint vX.0X is used to guarantee that the considered states have an
infinite path. If this is guaranteed by other means, e.g. if the transition relation is total, we
can alternatively use the simpler reduction EFp = uY.p v OY.

4. Verification of fixpoint problems

In the previous section, we considered the translation of temporal logic specifications to
equivalent w-automata. This reduces the model checking problem to a simple fixed point
problem. In principle, it would now be sufficient to consider the fixpoints obtained by the
acceptance conditions of the corresponding w-automata, i.e., the formulas EGg, EFp, EGFg,
and EFGe.

In this section, we consider the more general model checking problem for £/. In this
way, we are able to deal with other temporal logics such as CTL and even to check a large
class of specifications that go beyond temporal logic. As an example, consider the formula
vZ.p A OOZ which states that ¢ holds at every other point of time. This property cannot be
expressed in LTL [50, 83], and hence, it cannot be checked using traditional approaches for
bounded model checking. Other examples include the computation of winning strategies for
controller synthesis.

To check such specifications, we present bounded model checking procedures for both
global and local model checking. For that purpose, we employ three-valued logic to explicitly
encode information about the membership of a state in a set which may be either definitely
true, definitely false, or unknown due to insufficient bounds. We start with a description of
the formal background of ternary fixpoints in the following subsection.

4.1. Three-valued logic

Three-valued logic has been applied in many areas of computer science [1, 4, 15, 46, 60, 66,
71]. Besides the Boolean values 0 and 1, three-valued logic [15, 41] provides an additional
truth value denoted as L that is used to express unknown or uncertain information. In our
case, we will use L to express that bounded model checking was neither able to prove nor to
disprove that a state satisfies the considered property. To this end, we replace the two-valued
characteristic function of a set S with its three-valued generalization:

0 :if x &€ S is known
xs(x):= 41 :ifx € S is known
L :if neither x € S nor x & S is known

In analogy to the two-valued case, all set operations can be performed using negation,
conjunction, and disjunction that are defined as follows in the three-valued setting:

X |—x| |A]0 L1 Vvio L1
0| 1 0|00 O 0/0 L1
1)L 1oL L] |LjL L1
110 10L 1 101 11
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We use the partial order’ 0 C L C 1 and extend it to arbitrary functions f, g:S — {0, L, 1}
by pointwise comparison: f C g :< Vs € S.f(s) C g(s). Given an arbitrary set S, it is
easily seen that the set of all functions f: S — {0, L, 1} is a complete lattice with this partial
order. The minimal element is fi,in(s) := 0 (the set that is definitely empty) and the maximal
element is fi.x(s) := 1 (the set that definitely contains all states).

By the Tarski-Knaster fixpoint theorem [65, 76], every continuous function y: (S —
{o, L,1}) — (S — {0, L, 1}) has fixpoints, and the uniquely defined least and greatest fix-
points are limy_, oo ¥*(fmin) and limg_, o0 ¥*(fmax), respectively. This is in complete analogy
to the two-valued case, where fixpoints are computed over state sets, i.e., fixpoints of a
continuous function* y: (S — {0, 1}) — (S — {0, 1}).

Note, however, that the three-valued negation is not monotonic, and thus, it is not a
continuous function. Fortunately, the w-calculus requires that all occurrences of fixpoint
variables are positive, so that the functions we have to consider are continuous, and therefore
monotonic.

In our implementation, we encode the three truth values by pairs of two-valued ones using
dual-rail encoding:

lx ol L[1]
[e()][(0, 1](0,0)[(1.0)]

The three-valued extension of a formula ¢ is consequently denoted by €(p). It is easily seen
that for this encoding, the three-valued operations can be implemented as follows:

= (g1, 92) = (92, 91)

= (@1, @)A1, V2) 1= (@1 A1, @2V Y2)
= (@1, @)V (Y1, ¥2) 1= (@01 V Y1, 02 A )
= (@1, )= W1, ¥2) == (92 V Y1, 91 AY2)
- ax.(wl,wz) = (Fx.@1, VX.02)

= Vx.(¢1, 92) := (Vx.¢1, 3x.¢2)

Dual-rail encoding is an elegant means to reason about three-valued logic using data struc-
tures and decision procedures for the base logic. Given that x5 : S — {0, L, 1} is represented
by (¢1, ¢o) with ¢; : S — {0, 1}, dual-rail encoding has the following meaning regarding the
representation of three-valued characteristic functions:

— ¢1(s) = 1 implies xgs(s) = 1, and therefore ¢,(s) holds iff s definitely belongs to the
represented set.

— @o(s) = 1 implies xg(s) = 0, and therefore @((s) holds iff s does definitely not belong to
the represented set.

— @o(s) = ¢1(s) = 0 implies xgs(s) = L, which means that we have no information about
the membership of s.

In the following, we will show how to employ dual-rail encoding for the implementation of
efficient bounded model checking procedures.

3 The truth tables are the same as in other applications of three-valued logic like causality analysis [66].
However, they may use other partial orders, where _L is the least element.

4 For fixpoint formulas ©Z.¢p or vZ.¢, this function is defined as y(Q) := [[go]]KQ.
z
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4.2. Bounded global model checking

Global model checking of p-calculus properties is essentially performed by fixpoint itera-
tion as described in the previous subsection. To make use of the Tarski-Knaster theorem in
bounded model checking, let us consider the following definition of a syntactical represen-
tation of fixpoint iteration:

Definition 6 (Fixpoint approximation). Let [(p]g be the formula obtained by replacing all
occurrences of Z in ¢ with . Given a fixpoint formula o Z.¢ with o € {u, v}, its k-th
approximation apx; (o Z.¢) is recursively defined as follows:

apxo(UZ.g) :=Tfalse  apxqy (LZ.g) == [p]F *VFY

apxy(VZ.p) = true apx,  (VZ.¢p) := [(p];pxk(vz'@

In global model checking (GMC), the set of satisfying states of a formula o Z.¢ is obtained
by computing a sequence of fixpoint approximations [apx; (o Z.¢)]lx until [apx;(c Z.¢)]x =
[apx;,1(c Z.¢)]lx holds. Since by definition K = ¢ iff T C [¢]lx holds, and every sequence
of fixpoint approximations is increasing for least fixpoints and decreasing for greatest fix-
points, the following implications hold for all £ > 0:

I Clapx(nZ.9)lx =K E=Enz.e T Z [lapx(vZ.0)lk =K EvZ.e

Hence, estimating a bound & and checking the above conditions is sufficient to prove least
fixpoint formulas and to disprove greatest fixpoint formulas. Though necessary, this is not suf-
ficient to disprove least fixpoint formulas and to prove greatest fixpoint formulas. This is only
sufficient if we know that increasing the bound does not further increase or decrease the set of
computed states, i.e., if a fixpoint has been reached. Due to the monotonicity of the fixpoint
approximations, checking whether a fixpoint has been reached can be reduced to check-
ing whether [[apx,(VZ.9)llx € [apxi11(vZ.@)]kc and [apx,(uZ.9)x 2 [apx;y1(nZ.9) ]k
holds for least and greatest fixpoints, respectively.

Instead of computing each fixpoint approximation one after the other as in GMC, one
can also syntactically unwind a fixpoint formula a bounded number of times to obtain a
formula without fixpoint operators. Having symbolic representations of the initial states 7
and the transition relation R, the algorithm® shown in Fig. 2 translates a model checking
problem KC = ¢ with ¢ € £L* to a formula (¢;, ¢g) in dual-rail encoding representing those
states where the specification holds. According to the meaning of three-valued characteristic
functions we obtain the following propositions:

— if s = ¢ holds, then K, s = ® holds
— if s = @ holds, then K, s = @ holds
— if s j= ¢y and s (& ¢ holds, then we neither know K, s = ® nor IC, s (= ®

3 We assume that the substitution operation used in our algorithms renames bound variables such that no free
occurrence of a variable is turned into a bound occurrence. Renaming of bound variables can be accomplished
with only two sets of variables [38, 39, 52, 65, 81]. However, if the formula has to be brought to (cleansed)
prenex normal form for checking satisfiabilty, additional variables have to be introduced to resolve multiple
bindings.
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function BGMC(k, 2, @)
return Vx. ¢(®)—>Unwind(k, ¢);
end;

function Unwind(k, )

case ¢ of
L: return €(¢);
11 Ao return Unwind(k, 11) AUnwind(k, 12);
1 Vb : return Unwind(k, v1)VUnwind(k, 12);
O : return Vx'.e(R)—[Unwind(k, Qb)]i/;
O - return 3x’.¢(R)A[Unwind(k, ¥)]% ;
] P return [Vx.e(R)—=Unwind(k, ¥)]%;
IR return [3x.e(R)AUnwind(k, 1)]%;
uZap W= Unwind(k,v);
Drew = €(0);
for i := 0 to k do
éo]d = ¢new;
Prew 1= [W}?Id;
end;

Iix = VX~q§new;>q§old§
return (L5 Ve( L)) =®Prew;
vZap: W :=Unwind(k,);
Prew := €(1);
for i := 0 to k do
Dold = Prew;
Prew 1= [q/}?'d;
end;
T = VX Dola = Prews;
return (5 Ve(L)) ABnew;
Z : return €(Z);
end;
end;

Fig. 2 Bounded global model checking

In other words, the algorithm computes an underapproximation ¢; and an overapproximation
—¢o of [¢]lx. We may call ¢; the ‘must’ set and —¢ the ‘cannot’ set, in accordance to other
three-valued analyses.

The correctness of the algorithm is proved as follows: For k — oo, the algorithm follows
global model checking procedures for the p-calculus, i.e., modal operators are evaluated by
computing predecessor or successor states, and fixpoint operators are evaluated by Tarski-
Khnaster fixpoint iteration. The only difference is that these computations are performed
on pairs of formulas by means of dual-rail encoding. For fixpoint-free formulas, the re-
turned pairs (¢, o) are always complementary, i.e., we have ¢y <> —¢;. Hence, these pairs
represent precisely known state sets.

The third truth value L is introduced after unrolling fixpoint formulas. At this stage, we
first check whether the fixpoint has already been reached by the k-th approximation. This
is accomplished by checking the validity of the formula I'sy. Since this formula is closed,
it is equivalent to one of the constant values 0, L, and 1. As a consequence, I'i\Ve(L) is
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equivalent to one of the constant values 1 or _L, depending on whether the fixpoint has been
reached or not.

Now consider the formula returned by unwinding a least fixpoint formula ©Z .. In case
the fixpoint has been reached, the formula (I, Ve (L)) = Ppey reduces to ®pey, otherwise to
€(L)—> Ppew. This is explained as follows: For least fixpoints, the Tarski—Knaster iteration
starts with the empty set encoded by €(0) and iteratively adds states to the current approxi-
mation. If the fixpoint has been reached, we know that exactly those states contained in the
final approximation belong to the fixpoint. However, if the fixpoint has not been reached, we
only know that the states of the last approximation belong to the fixpoint, while we have no
information about the remaining states. In this case, we modify the characteristic function
by replacing 0 with L. An analogous argumentation holds for greatest fixpoint formulas.

To verify that the returned formulas implement the required modifications, consider the
following reduced truth table:

l—‘fix q)new (Ffix\'/e(J—))_.) (bnew (Ffix\-/é(J—))/\cbnew
1 * (bnew (bnew

1,0 0 1 0

1,0 L 1 1

1,0 1 1 1

We return the full information &, in case a fixpoint has been reached. Otherwise, we
return 1 if the approximation of a least fixpoint returns 1, and _L in all other cases. Due to the
monotonicity laws, we know that once a state is included in the k-th approximation of a least
fixpoint, it will belong to all n-th approximations with n > k. The converse, however, does
not hold. For greatest fixpoints, we return 0 if its approximation returns 0, and L in all other
cases. Analogously, once a state is excluded in the k-th approximation, it will be excluded
from all n-th approximations with n > k.

Note that the formula ' appears in only one of the two rails. Given that 'y = ( Ff(il) F(O))

x 2 fix
and ®pey = (d>§,le)w, <I>§,%)w) holds, expanding the dual-rail formulas yields:

— (D Ve(L)=> Prow = (Phow, Iy A Dhaw

= (T Ve(L)ADow = (I A Phow, Phiow)

Having computed an approximation Unwind(k, ¢) = (¢1, o), which contains an underap-
proximation ¢; and an overapproximation —¢q of the desired state set, it is finally checked
whether the initial states imply the unwound formula. Thus, the call BGMC(k, ®, ¢) returns
the pair (Vx.® — ¢;), (3x. ® A ¢)). If all initial states belong to ¢;, we know that the
property holds, and therefore the result is 1. If one of the initial states belongs to ¢g, we know
that the property is definitely false, and therefore the result is 0. Otherwise, we cannot say
anything about the truth, and therefore, we return _L. This leads us to the following theorem:

Theorem 5 (Bounded global model checking). Let x = (xy, ..., x,) and X' = (x, ..., x},)
be vectors of variables with x; € V and x] € V'. Moreover, let I € L be a formula over the
variables x and R € L a formula over the variables X and X' such that T represents the
initial states and R the transition relation of a Kripke structure K. Then, for all formulas
¢ € LM and all k € N with (¢, ¢o) = BGMC(k, Z, ), we have:

— if @y is true, then @ is false and K = ¢
— if o is true, then @, is false and KC [~ ¢
— if neither ¢y nor @y is true, then we know nothing about the truth of K = ¢

@ Springer



Form Method Syst Des

PEpAY PV Y

O Frorerv S N A Y I AT A 2
(3) POy (1) D Qv
suck(P) F ¢ UV oADC prel (W)
— —
o0 POy
6) —gm— (6) =
pres (P) F ¢ T E AP Csucs (P)
-7 PFoZ.p
T ——— 8 ~ A=AU{(Z,0Z.
D D p
O gepe ?€f U0 muroaecy

Fig.3 Decomposition rules for local model checking

As an example, let Z :=x =0 and R :=x’ = x + 1 Ax > 0 represent the set of initial
states and the transition relation of a Kripke structure /C, respectively. For the function call
BGMC(1, Z, p) with¢ := vZ. x > 0 A OZ we obtain the following formulas after unwinding
@, i.e., after the loop:

Doq = €(x > 0) Ae(1)
Dpew = €(x > 0)A(Va'.e(x’ = x + 1 Ax > 0)>e(x’ > 0)Ae(1))

To keep the formulas small, we assume that T', = (Vx.®Pgq—> Prew)Ve(L)) has already been
evaluated. Since [y is valid in our example, we finally obtain the formula

Vx.e(x =0)>(e(x = A NVx .e(x' =x + 1 Ax > 0)>e(x = 0)Ae(1))).

Since this formula is true, i.e., equivalent to (1, 0), we conclude that the specification holds.
4.3. Bounded local model checking

In this subsection, we present a bounded local model checking (BLMC) procedure. However,
before we go into detail, we explain the foundations of unbounded LMC. In contrast to
GMC, LMC [11, 12,29, 74, 75] aims at directly answering the question whether Z C [[¢]lx
holds. To this end, proof goals of the form & I ¢ are considered where & is a set of states
and ¢ is a £* formula. The meaning of a goal ® F ¢ is that it has to be proved that ® C [[¢]lx
holds. In the following, we use formulas ® € L over the free variables x = (xy, ..., x,) as
symbolic representations of state sets. Proofs of such goals are obtained by syntax-directed
decomposition into subgoals using the rules shown in Fig. 3. The propositions above and
below a line are equivalent for all rules.

Rule (1) simply splits a conjunction into two subgoals. When considering rules (3) and
(5) one might be surprised that the universal modal operators are reduced to computing the
existential successor or predecessor states. This is due to the fact that after rewriting the
expanded formulas, the universal quantifiers turn into existential ones. For example, rule (3)
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is proved as follows:

[®]k € [Delk & Vs.s € [Pl = s € [Delk
& Vs.s € [®llx = (Vs'.(s,5) e R = 5" € [elk)
& Vs, s'.s € [@lc A(s,s") € R =" € [ellk
& Vs (As.s € [Pl A (s,5) e R) = 5" € [ellk
& Vs'.s' € suck(®) = 5" € el
& suck(®) C el

Rule (2) is explained as follows: If ® - ¢ Vv ¥ holds, then the set of states encoded by ® can
be partitioned into the set of states W, that satisfy ¢ and the set of states W, that satisfy .
The application of this rule requires that the user guesses suitable sets W, W, such that the
goal ® - ¢ v ¢ can be decomposed into provable subgoals. In a similar way, rules (4) and
(6) that implement the semantics of existential modal operators, require to have a suitable
set of states W. Rules that reduce a proposition to an existentially quantified one are often
called choice rules. Their application requires that the user provides suitable witnesses, so
that the remaining proof succeeds.

Before we continue with the explanation of the rules, let us briefly discuss the meaning of
choice rules and their impact on local model checking algorithms. At first view, the existence
of these rules seems to be a severe drawback of local model checking, since they require
user interaction as opposed to global model checking. In fact, these rules are inevitable due
to the fact that local model checking is complete [11], but undecidable for the considered
transition systems. In contrast, global model checking is not complete without additional
techniques such as fixpoint induction, which in turn require user interaction. Thus, the choice
rules should not be viewed as a burden, but as a feature for semi-automatic model checking
procedures. Nevertheless, we will later present improved rules for local model checking that
do not require user interaction for many specifications occurring in practice.

Rules (7) and (8) are used for unwinding fixpoint formulas. To this end, the procedure
maintains a set A that consists of pairs (Z, 0 Z.¢) that associate a bound variable Z with
the subformula where it is bound.® Provided that (Z’, 0 Z.¢) € A holds, we write A(Z')
for the second component of this pair. For example, let A =@ and ®+ puZ.x =0vOZ
be a goal to be decomposed. Then, by rule (8) we have A = {(Z’, uZ.x =0V UZ)} and
proceed with the goal ® - x = 0 Vv JZ’. Once the decomposition process has reached the
variable Z’, the application of rule (7) regenerates the original formula and yields a goal
@'+ pnZ.x =0 v OZ with a new set of states ’.

To avoid infinite recursion, it has to be checked whether the regeneration of a fixpoint
formula leads to a previously created goal with the same query. In this case, the construction
of the proof is successful for greatest fixpoints. For least fixpoint formulas, it has to be
checked whether the corresponding path in the proof tree is well-founded [11, 12]. The
reason for this is a deeply rooted property of the p-calculus that intuitively states that least
fixpoints are related to finite recursion, while greatest fixpoints additionally allow infinite
recursion.

Rule (9) is applied to formulas of the base logic and terminates the decomposition process.
Finally, rule (10) can be used to strengthen a goal ® - ¢ by finding an appropriate superset
of ®. Again, this rule requires user interaction to set up a suitable lemma W - ¢.

6 1t is assumed that every variable is bound only once and has no additional free occurrences. Moreover, the
formulas are given in guarded normal form [65], i.e., every occurrence of a bound variable Z in 0 Z.¢ is
guarded by a modal operator.
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K =(Z,I,R) |1721FVZ.:£7£0/\DZ
Z:=x>1 V

R=z' =z4+1 |1'21f$750/\|:|Z|
p=vZ.a£0A0Z [z>1F2#0| [2>1-02]

Fig. 4 Example for local model checking

Figure 4 gives an example for local model checking. The right-hand side shows a proof
tree for the Kripke structure and the specification shown on the left-hand side. Interestingly,
the given specification cannot be proved using GMC, since the fixpoint iteration does not
terminate (the differences between local and global model checking regarding infinite state
systems were considered in [69]).

As mentioned previously, the decomposition rules shown in Fig. 3 are sufficient to prove
every valid specification using LMC [11, 12]. Unfortunately, this often requires user inter-
action which is due to the disjunctive nature of the choice rules. Additionally, the user needs
to know when to apply rule (10) which can be really challenging. Note that this rule allows
LMC to switch to a different proof goal that requires to guess the right induction lemma.
However, in practice one is mainly interested in automatic proof procedures. For this reason,
we restrict ourselves to the universal fragment of the p-calculus that does not require the
application of choice rules.” Although this may seem to be a hard restriction, the remaining
fragment is still powerful enough to automatically prove properties that cannot be proved
by GMC [69]. Additionally, we use the following techniques to automate the decomposition
process:

(A) Regardingrule (2): A goal ® F ¢ Vv ¢ withp € Lisreduced to the goal ® A —¢ F ¥
which is the least remaining requirement. In this way, we are able to check disjunctions
automatically, provided that one of the disjuncts belongs to the base logic.® For
example, this allows us to check the property AFx = 0 which is translated to the
p~calculus formula pZ.x =0 v OZ.

(B) Regarding rule (10): Checking repetition is not only successful if the same goal ® F ¢
appears, but also if a goal W - ¢ appears such that ¢ C & holds. Recall that rule (10)
allows us to replace the set W with a superset in order to match a previous goal. In
the following, this is referred to as loop test. The loop test is always performed before
unwinding a greatest fixpoint formula.

(C) Least fixpoint formulas are always unwound until the bound is reached. In this way,
many least fixpoint formulas can be verified without having to check well-foundedness
of the proof tree, provided that the formula ® will eventually be unsatisfiable. This is

7 Existential properties can be proved by disproving the negated specification, provided that there are only
finitely many initial states.

8 The disjunct may also contain modal operators, but we restrict ourselves to the base logic for the sake of
simplicity.
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due to the fact that, by definition, a goal @ i ¢ holds for all formulas ¢. However, this
requires that the specification can be decomposed in a finite number of steps.

Figures 5 and 6 show the algorithm® for BLMC. According to the rules of Fig. 3, it
recursively decomposes a p-calculus formula ¢ into subformulas and returns a pair of
formulas using dual-rail encoding. The algorithm first checks whether the formula ¢ belongs
to the base logic L. If this is the case, rule (9) is applied and the algorithm returns a formula
that represents the inclusion ® C [¢]lx. The translation of conjunctions follows directly from
rule (1). By technique (A), disjunctions are decomposed if at least one of the subformulas
belongs to the base logic. If this is not the case, the algorithm returns the unknown value
1. Modal operators are decomposed according to rules (3) and (5) and the definition of
predecessor/successor state sets.

Recall that rule (8) substitutes the variable bound by the fixpoint operator with a new
variable to distinguish between different incarnations. The introduction of new variables can
be avoided if we explicitly take into account scopes of variables. For that purpose, we use a
stack! to keep track of unwound formulas. In addition, the stack is used to store the current
state set and the current bound. An element of the stack is therefore a triple (®, Z, k), where
@ represents the state set, Z the fixpoint variable, and & the bound. In principle, one could
also use the stack to store complete fixpoint formulas instead of only the associated fixpoint
variables. However, while this eliminates the need for the set A, this comes at the cost of
redundantly storing one and the same formula multiple times.

Let us now continue with the description of the decomposition process. If the algorithm
encounters a goal ® - o Z., it first updates the set A. Then, it successively examines the
stack from the top using function GetBound to determine the bound &’ of the last incarnation
of Z. After that, the algorithm pushes the triple (®, Z, k' — 1) on the stack and continues with
the goal ® - . After termination of all recursive calls, the top-level element is removed
from the stack and the resulting formula is returned.

If the algorithm encounters a fixpoint variable, the corresponding formula is unwound
once more, provided that the bound has not yet been exceeded. Otherwise, the algorithm
returns L which means that the truth of the specification cannot be decided due to insufficient
bounds. Additionally, a loop test is performed for greatest fixpoint formulas according to
technique (B). This is accomplished by the function LoopTest which, similar to the function
GetBound, recursively examines the stack to find a matching element. There are three cases
to be distinguished: First, if the stack is empty, the function returns €(0) which indicates that
the loop test has failed. Second, if an element is found where the current fixpoint variable
matches the one on top of the stack, the formula €(Vx.®— ®’) is returned. Recall that
repetition is successful if ® C @', where ® represents the current state set and &’ the one of
the previously generated goal. Third, it may happen that the top-level element of the stack
refers to a different fixpoint formula. In this case, the scope has been left and the function
returns €(0). For least fixpoint formulas it is finally checked whether the set ® is empty
according to technique (C).

Theorem 6 (Bounded local model checking). Let X = (x1, ..., x,) and X' = (x{, ..., x,,
be vectors of variables with x; € V and x] € V'. Moreover, let I € L be a formula over the

9 Underscores denote anonymous variables for pattern matching.

10 We assume the operations push, pop, and top to push an element on the top of the stack (push), to remove
the top element of the stack (pop), and to read the topmost element of the stack (top). Moreover, empty
denotes the empty stack.
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function BLMC(k, @, ¢)
case ¢ of

L: return ¢(Vx. & — ¢);
1 A ¢ return BLMC(k, @, 1 ) ABLMC(k, B, )

Y1 Vpa i iftp1 € L then

return BLMC(k, @ A —)1,72);

end;

if 12 € L then

return BLMC(k, ® A —t)2,1);

end;

return ¢(_L);

Oy : return BLMC(k, [3x. R A @)%/, 9);
T4¢:  return BLMC(k,3x".R A [0]%,4);
oZA: A:=AU(Z,p);

k' := GetBound(k, Z, Stack);

Stack := push((®, Z, k' — 1), Stack);

¢ == BLMC(k, D, );

Stack := pop(Stack);

return ¢';
7 : if GetBound(k, Z, Stack) > 0 then
¢ == BLMC(k, &, A(Z));
else
¢ = e(L);
end;

if A(Z) = vZ._then
¢ == ¢'VLoopTest(®, Z, Stack);

¢ = ' Ve(Vx.~P);

else
end;
return ¢';
end;
end;

Fig. 5 Bounded local model checking

function GetBound(k, Z, S)
if S = empty then
return k;
end;
(L, Z',K') = top(S);
if Z = Z' then
return k’;
end;
if Z' € FreeVariables(A(Z)) then
return k;
end;
return GetBound(k, Z, pop(S));
end;

function LoopTest(®, Z, S)
if S = empty then
return ¢(0);
end;
(@,7,_) = top(9);
if Z = 7' then
return ¢(Vx.¢ — @');
end;
if Z' € FreeVariables(A(Z)) then
return ¢(0);
end;
return LoopTest(®P, Z, pop(S));
end;

Fig. 6 Bounded local model checking (cont.)
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variables X and R € L a formula over the variables x and X' such that T represents the
initial states and R the transition relation of a Kripke structure K. Then, for all formulas
¢ € LM and all k € N with (@1, ¢o) = BLMC(k, Z, ¢), we have:

— if @1 is true, then @y is false and K = ¢
— if o is true, then @y is false and IC [~ ¢
— if neither ¢y nor @y is true, then we know nothing about the truth of K = ¢

Proof: Algorithm BLMC implements local model checking for the universal fragment of
L" when k — oo. Since the construction of the proof tree does not require interactive rules,
a goal 7 I ¢ is true iff all leaf vertices of the proof tree are true. Due to the correctness of
the proof tree construction of local model checking, it follows that the goal of the root node
is valid if all goals in the leaves are valid. The converse may not hold due to the restriction
of the bound k. However, if a leaf vertex cannot be extended even if k£ would be increased,
the non-validity of a leaf vertex implies that the root goal Z + ¢ is false, since there is no
other way to construct a proof tree due to the absence of choice rules. Note that the result of
such a leaf vertex definitely returns a Boolean value, and that L is only returned in case a
fixpoint formula could not be decided for the bound &. O

As an example, reconsider Fig. 4 where we used the formulas Z :=x > 1 and R :=
x"=x 4+ 1 to symbolically represent the initial states and the transition relation of the
Kripke structure K. Figure 7 shows a trace (entry and exit points) for the call BLMC(1, Z, ¢)
with ¢ :=vZ.x # 0 AOZ. After the first call we have A = {(Z,vZ.x # 0 AZ)} and
top(Stack) = (x > 1, Z, 0). Expanding the resulting dual-rail formula yields a pair (¢, ¢o)
with

Ppr=MVxx>21->x#0OAOVVx[IXRAXx =2 1] —>x>1)
=Vxx>1l>x#A0DAMx. A x =X +1AX > 1D—>x>1)
=VaVX.(x>1->xZ0Ax £ +1Vvy <lvx>1)

and

oo =""(Vxx>1=>x#0OVOA-VYX[IXRAXx>1], > x>1)
=-Vxx>1—->x#0)
=dxx>1Ax=0.

As ¢ is valid, it follows that 7 - ¢ is true and KC = ¢ holds.

Having reduced the model checking problem to a satisfiability problem, we can employ
the same backend tools to solve the final problem as for BGMC. Needless to say that these
tools should first perform some precomputations. For example, checking the validity of a
formula ¢ A ¢ can be done by checking whether ¢ is valid and i is valid. The validity
of a formula ¢ V ¢ can be checked analogously, provided that ¢ and v do not share free
variables. Moreover, conjunctions can be checked lazily, i.e., evaluating the first subformula
may already yield the resulting truth value, so that the second subformula needs not to be
evaluated.
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BLMC(1,z > 1l,vZx #0A0Z)
BLMC(1,z > 1,z #0A02)
BLMC(1,z > 1,z # 0)
return ¢(Vz.z > 1 — x # 0)
BLMC(1,z > 1,0 2)
BLMC(1, [ Fz.R Az > 1]3,,Z)
returne( L) Ve(Vz.[Bz. R Az > 12, — 2 > 1)
return (L) Ve(Vz. Bz R Az > 1|2, -z > 1)
return e(Vz.z > 1 — 2 # 0) A (e(L) Ve(Va.[Fxz. R Az > 1]5 — 2 > 1))
return e(Ve.x > 1 — 2 #0) A (e(L) Ve(Va.[Bz R Az > 1]5, — x> 1))

Fig.7 Example for bounded local model checking

5. Experimental results

The algorithms presented in this paper have been implemented in Averest,'! a framework
for the design and verification of reactive systems. Averest consists of a compiler for our
synchronous language Quartz [61, 62, 64], a symbolic model checker, and a tool for hard-
ware/software synthesis. The benchmarks have been implemented in Quartz and were com-
piled to symbolically encoded transition systems. The resulting transition systems were then
verified using our symbolic model checker Beryl.

As the base logic £, we use Presburger arithmetic which is a decidable first-order predicate
logic over the integers with addition as the basic operation [33, 55, 58]. The use of Presburger
arithmetic in symbolic model checking was first proposed by Bultan, Gerber, and Pugh [16,
17]. Around the same time, Kukula, Shiple, and Aziz presented a technique for reachability
analysis of extended finite state machines using Presburger arithmetic [43]. A comparison
of Presburger decision procedures can be found in [72] and [35].

As mentioned in the introduction, an important aspect concerning the implementation
of efficient decision procedures is that every Presburger formula can be translated to a
finite automaton that encodes its models [9, 10, 21, 85]. Since there exists for every finite
automaton an equivalent minimal one, automata can serve as a canonical representation for
Presburger formulas. This is analogous to the use of binary decision diagrams as a canonical
normal form for propositional logic [13]. Hence, automata can be viewed as generalizations
of BDDs for representing infinite sets.

Our implementation can translate Presburger formulas to deterministic finite automata
(DFAs) and alternating finite automata (AFAs). For both types, we use a semi-symbolic
encoding where the states are represented explicitly, and the transitions implicitly by means
of propositional logic. To this end, we use the CUDD BDD package [73] for DFAs and
the SAT solver zChaff [53] for AFAs. The strengths and weaknesses of DFAs and AFAs
resemble those of BDDs and SAT solvers, respectively. DFAs are thus best suited for
unbounded model checking (checking equivalence of two DFAs is easy). In contrast, AFAs
are best suited for bounded model checking where satisfiability (emptiness) has to checked
only once. Consequently, we use DFAs for GMC/LMC and AFAs for BGMC/BLMC .

For BGMC and BLMC, we restricted ourselves to formulas without quantifier alternations
since quantification is a hard operation on AFAs. Again, the situation is similar to finite

T http://www.averest.org
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state bounded model checking that is usually based on the construction of quantifier-free
propositional formulas. Unfortunately, this restriction does not allow us to perform the loop
test in BLMC. For this reason, the following results were obtained without this test.

The results are shown in Tables 1 and 2. All experiments were performed on a Xeon
processor with 3 GHz an 1 GB RAM. A dash indicates that a benchmark could not be
checked within the limit of 1000 seconds. The first column gives the name of the benchmark
and the second one its size (all benchmarks are scalable by the size of the used data structures
or the number of processes). The third column shows the time required for the construction
of the transition relation. This is only of interest for unbounded model checking, since the
results for BGMC and BLMC include the times required for the construction of the formulas
to be checked.

The first two benchmarks implement standard algorithms for searching an element in
array [30]. The benchmark ParallelSearch is also a search algorithm that uses two parallel
processes [56]. The next three benchmarks implement different sorting algorithms and a
sorting network [30]. The benchmarks MinMax and FastMax are efficient algorithms for
computing the minimum (maximum) element in an array [30]. The latter is particularly
interesting, since it has constant runtime and consists of quadratically many processes w.r.t.
the size of the array. Partition rearranges the elements of an array according to a given
pivot element [30], and ParallelPrefixSum computes the sums of all prefixes in an array
using multiple processes [3]. Finally, the Bakery protocol implements a mutual exclusion
algorithm, and Barber rendezvous-like synchronization [3].

For most benchmarks we proved a liveness property that states termination, and we
disproved a safety property that specifies the functional correctness (the benchmarks were
slightly modified by inserting typical errors). The runtimes for GMC and LMC for both
types of specifications are shown in columns 4—7. The remaining columns give the results for
BGMC and BLMC, where k denotes the minimal bound required to decide the specification,
Size the size of the resulting formula measured in the number of function symbols, and Time
the time required to check the formula obtained for bound k. The minimal bounds were
obtained by starting with bound 1 and successively increasing the current bound until the
specifications can be decided. Finally, Total gives the runtime required for all bounds less
than or equal to k.

Let us first consider the results shown in Table 1. For the first benchmark (LinearSearch),
the liveness property is most efficiently checked using LMC. For the safety property, however,
BGMC and BLMC are much faster. In particular, both methods scale better as compared to
GMC and LMC. For BinarySearch, even the liveness property is most efficiently checked
using BGMC or BLMC. For ParallelSearch, GMC and LMC additionally suffer from signif-
icantly increasing runtimes required for the construction of the transition relation. Note that
for all three benchmarks the minimal bounds depend linearly or logarithmically on the size.

The situation is converse for the sorting algorithms. Neither BGMC nor BLMC were
able to compete with the unbounded variants. Even worse, their runtimes exceeded the limit
except for the smallest instances. This is primarily due to the fact that the minimal bounds
required to check a specification are rather large. Note that for these benchmarks the bounds
depend quadratically on the size. The next benchmark implements a sorting network with
a sub-linear number of comparator stages. As can be seen, BGMC and BLMC outperform
GMC and LMC.

Similar effects are observed for the benchmarks given in Table 2. For the sake of brevity,
we only like to mention that the best results are achieved for FastMax and Barber. This is
not surprising since the specifications could be decided for rather small bounds. To sum up,
bounded model checking of infinite state systems is clearly superior if a counterexample
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(witness) is found after a few number of unwinding steps. Moreover, we observe that the
differences between BGMC and BLMC are rather small in contrast to GMC and LMC.

6. Summary and conclusions

In BMC, a specification is checked by reducing it to a satisfiability problem of the base logic.
Traditionally, this is done by syntactically unwinding the specification a bounded number
of times. Recently, more sophisticated approaches have been proposed that are based on the
translation of temporal logic formulas to w-automata. However, these approaches suffer from
the fact that even for restricted classes of properties, most translations yield a very general
type of w-automata that cannot be used directly for BMC. To solve this problem, we presented
a technique for the translation of temporal logic formulas to the corresponding classes of
the automata hierarchy. In this way, many properties can be translated to w-automata whose
acceptance conditions are simple safety and liveness properties.

Moreover, we presented two approaches to check the resulting specifications, namely
bounded global and bounded local model checking. The former is based on fixpoint approx-
imation and can be viewed as a variant of traditional BMC. In contrast, the latter is based on
the construction of proof trees using syntax directed decomposition rules. For the reduction
to a satisfiability problem, we employ three-valued logic in order to explicitly forward un-
certain information in the case a proof cannot be established due to insufficient bounds. As
for finite state systems, our experimental results show that both approaches are significantly
more efficient than their unbounded counterparts, provided that a witness (counterexample)
is found for small or medium-sized bounds.
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